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NEW TECHNOLOGIES

Why use computer-based assessment in education? 
A literature review
Matt Haigh Research Division 

Since the 1990s, the explosive growth of the internet has begun to

raise the possibility that testing online, on-demand might replace the

traditional ‘examination day’ model, although many technical and

educational challenges remain.

(Burkhardt and Pead 2003, p.134)

This history highlights the varying degree to which assessment has

formed part of technology-facilitated pedagogy, along with the dangers

of allowing technology to dictate assessment practices such as with the

permeation of multiple-choice testing in the US during the 1970s

detailed by Clarke, Madaus, Horn, and Ramos (2000).

The accompanying expansion in research activity can be illustrated by

interrogating online-databases and filtering by year of publication as

illustrated in Figure 1. This indicates that CBA developments in the mid-

1990s, highlighted in the quote above, spawned a dramatic increase in

the research literature available.

Introduction

The aim of this literature review is to examine the evidence around the

claims made for the shift towards computer-based assessment (CBA) in

educational settings. In this examination of the literature a number of

unevidenced areas are uncovered, and the resulting discussion provides

the basis for suggested further research alongside practical

considerations for the application of CBA.

The review looks at academic literature from UK and international

contexts, examining studies that are based in educational settings from

primary education to higher education. It should be noted that the

literature identified predominantly emerges from higher education

contexts in the UK.

Background

CBA first emerged in educational settings in the 1950s and has

undergone a steady expansion in use. Burkhardt and Pead (2003) provide

a useful summary of the development of CBA in educational settings for

each decade between 1950 and 2000:

1950s: Early computers offered games, puzzles and ‘tests’; compilers

were designed to identify errors of syntax, and later of style, in

computer programs.

1960s: The creators of learning machines, in which assessment always

plays a big part, recognised the value of computers for delivering

learning programmes.

1970s: The huge growth of multiple-choice testing in US education

enhanced the attractions of automatic marking, in a self-reinforcing

cycle.

1980s: A huge variety of educational software was developed to

support learning, with less emphasis on assessment.

1990s: Along with the continuing growth of multiple-choice testing,

integrated learning systems, a more sophisticated development of the

learning machines of the 1960s, began to be taken more seriously.
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Figure 1: An illustration of CBA research activity

Articles with keyword "Computer-Based Asessment" from SCOPUS social science database 
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Note that CBA covers a broad range of assessment types, from high-

stakes multiple-choice tests through to compilation of assessment

evidence in electronic portfolios. This review encompasses this range,

however it is quite plausible that the research discussed may only apply

to a subset of these assessment types and the reader should consider this

caveat throughout.
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Strategy for the literature review

In line with approaches to reviewing that make explicit the approach for

searching and managing the literature, this section sets out a description

of the approach taken. Initially the literature searched emerged from

personal professional knowledge. This was then expanded via a number of

strategies:

● The use of bibliographic databases and search engines (Scopus,

British Education Index, ERIC, Web of Knowledge, Psycinfo, Zetoc,

Google Scholar, Directory of Open Access Journals, Education-line,

Educational Evidence Portal, Multiverse, Intute);

● Identification of a number of key journals: British Journal of

Educational Technology, Assessment in Education: Principles, Policies

and Practice and ALT-J; a subsequent search of these journal indexes

provided additional literature.

● The citation index tools in SCOPUS were also used to identify the

most frequent citations in the literature.

Given the number of items of literature emerging from these

approaches and the scope of this article, no systematic attempt was

made to reference additional repositories of ‘grey literature’1. All emerging

literature was collated and categorised using bibliographic software. The

criteria for inclusion were:

● Research carried out in educational institutions and available in the

public domain (this excluded work-based training and the use of CBA

for recruitment).

● Research included a component of evaluation2 of the use of CBA.

● A focus on research published post-1995: given the development of

technology, particularly the explosion of internet use in the mid-

1990s, older studies evaluated different computing technology;

therefore pre-1995 studies have only been included as an exception.

It should be noted that a significant proportion of the literature

identified was based on case-study methodologies.

Three approaches were taken to extract salient themes from the

research:

● Using a set of key questions that were explored using the literature.

● Identifying literature which presents an overview of CBA use, and

extracting key themes.

● Use of the tagging system3 employed to code literature in the

bibliographic software.

Figure 2 illustrates this approach.

Overview of the literature emerging from each
strategy

1. Using key questions to identify themes

Why use Computer-Based Assessment in Education? 

The most immediate claim that emerges from key texts is that CBA is a

facilitator of formative assessment (Brown, Race and Bull, 1999). A

discussion of the relationship between CBA and formative assessment

would seem inevitable given the relentless interest in Black and Wiliam’s

work encompassed in their publication ‘Inside the Black Box’ (Black and

Wiliam, 1998), aspects of which have made their way into UK

Government educational policy (DCSF, 2008). Therefore a further

question emerges:

What is the relationship between CBA and Formative Assessment?

An examination of the recommended practice in Black and Wiliam’s work

does indicate areas of formative assessment practice on which CBA

might have an impact, for example:

Feedback to any pupil should be about the particular qualities of his or

her work, with advice on what he or she can do to improve, and should

avoid comparisons with other pupils….Tests and homework exercises

can be an invaluable guide to learning, but the exercises must be clear

and relevant to learning aims. The feedback on them should give each

pupil guidance on how to improve, and each must be given

opportunity and help to work at the improvement.

(Black and Wiliam, 1998, p.9)

CBA has the capability to provide feedback for each individual student

and, with suitable mechanisms for analysing data, can provide feedback

on each student’s strengths and weaknesses in relation to their responses

to assessment items.

The automated marking element of CBA has the potential to provide

timely feedback to enable students to engage in self-assessment.

However, feedback from CBA by itself is unlikely to develop the self-

assessment skills of students, as Black and Wiliam point out:

For formative assessment to be productive, pupils should be trained in

self assessment so that they can understand the main purposes of their

learning and thereby grasp what they need to do to achieve.

(Black and Wiliam 1998, p. 10) 

It is less clear how CBA may be used in relation to other points raised

by Black and Wiliam such as ensuring “The dialogue between pupils and a

teacher should be thoughtful, reflective, focused…” (p.12).

The next key question emerges from the discourse in ‘Computer

Assisted Education in Higher Education’ (Brown et al., 1999), where the

following statement is made:

1. Documents not formally published through traditional channels, e.g. government technical

reports, commercial product evaluations.

2. Some papers, although set in the context of a CBA environment, were not evaluating the

application of CBA per se, but often another aspect of the associated programme.

3. In ‘tagging’ each piece of literature can be assigned any number of user-defined codes (e.g.

‘higher education’ ‘Formative assessment’ ‘case-study’) which are stored by the bibliographic

software alongside the item in question. These tags can then be searched, for example, to find all

literature with the ‘higher-education’ tag associated with it.

Examine literature in
response to initial

questions

Code literature
with user-defined
tags and groups

into themes

Identify overview
texts and extract

key themes

MAIN
THEMES

Figure 2: Illustration of the method used to identify themes



…in most subject disciplines the use of information and

communications technologies is expanding rapidly and students are

learning a higher proportion of the curriculum using computer-based

resources…The gap between how students learn and how they are

assessed is widening.

(Brown et al., 1999, p.205)

This provokes the following line of inquiry:

What is the relationship between CBA and students’ methods of learning? 

The subject of the interrelationships between assessment and learning is

much debated. This question will be considered by drawing on Gipps’

theory of educational testing (Gipps, 1994), in which the relationship to

learning is much discussed: “The implication of work in cognitive science

for the assessment of student learning, is that we need to focus on the

models that students construct for themselves” (p.29). Therefore, if the

models employed by students in their learning are strongly built around a

technology-supported environment, then there is a clear argument for

the use of CBA in educational assessment.

Gipps also discusses the importance of a wider approach to

assessment: “We need a much wider range of assessment strategies to

assess a broader body of cognitive aspects than mere subject-matter

acquisition.” (p.10). The implication for CBA here is that if our ‘broader

body of cognitive aspects’ includes those associated with technology use,

then CBA would be the associated assessment strategy.

2. Other claims made from overview texts on the use of CBA

An examination of texts with an overview of CBA derives a number of

further claims for CBA. First, there are those who advocate CBA for

virtues of efficiency: both Brown et al. (1999) and Thelwall (2000) talk of

reducing workload by automation; Bull and McKenna (2003) indicate

that CBA can be used to decrease marking loads and ease administrative

efficiency. In a similar vein Linn, Baker and Dunbar (1991) put forward

eight criteria for the evaluation of new assessment types, one of which

sits under the heading ‘cost and efficiency’.

It is interesting that the notion of efficiency is entering the

educational discourse; it could be proposed that this is a managerial

function of CBA. However, it is possible to argue that education should

be concerned with efficiency: Brown et al. (1999) talk of the reduction in

resource per student in higher education and the difficulties in extending

traditional assessment to meet demand. There is concern that the term

‘efficiency’ is being used as a cover for a reduction in quality of

education, and a justification for the reduction in public-spending on

education (Welch, 1998). This implies that efficiency is directly related to

the quality of education, and it is on this basis that the relationship

between CBA and efficiency can be an educational issue.

Also emerging from key texts is a theme of motivation: Bull and

McKenna, (2003) propose that CBA allows one to increase frequency of

assessment to motivate students to learn and encourage students to

practice skills. This seems to imply that increased frequency of

assessments is a factor in motivating students. This is in contrast to other

research indicating that testing is seen to decrease students’ motivation

to learn (Harlen and Deakin Crick, 2003).

Both Thelwall (2000) and Conole and Warburton (2005) raise the issue

of the difficulty of institutional implementation and wide-scale use

associated with CBA, however factors that alleviate these difficulties (e.g.

the development of staff knowledge of CBA) have also been proposed

(Ely, 1999).

Themes emerging from tagging in bibliographic software

As the most relevant literature was collated, the content was coded with

user defined tags in the bibliographic software. These codes could then be

grouped to identify common elements, which were labelled ‘groups’. In a

similar process, these ‘groups’ were assembled into common elements

called ‘themes’. Figure 3 illustrates this hierarchical scheme of coding. The

‘tags’ with common concepts are collated into ‘groups’, which are further

collated into themes.

In all, 289 items of literature were examined; Figure 4 illustrates the

application of the hierarchy to a set of tags. As an example, the tags

‘computer adaptive testing’, ‘versatility of CBA’ and ‘transition from paper

to screen’ have all been put into a group labelled ‘new assessment

models’. The groups ‘new assessment models’ and ‘criterion validity’ have

been put together under the theme ‘validity’.
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Figure 3: Hierarchical tagging system
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Figure 4: Application of the coding hierarchy
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Syntheses of key themes identified in the literature

Using the three strategies (key questions, overview texts and tagging),

the analysis of claims made for CBA provides a set of themes that can be

seen to converge. The convergence is shown graphically in Figure 5 with

the three strategies forming the first column. The second column

indicates the key concepts arising from the first two strategies, and a set

of groups arising from the tagging strategy. The arrows then show the

links to five core themes that emerge across all three strategies.

hypotheses in this study could form the basis for further research. It

would seem that the evidence for efficiency is far from well-

developed.

(Loewenberger and Bull, 2003, p.38)

Evidence for CBA facilitating formative assessment

The claims made for CBA facilitating formative assessment are largely

derived from a number of evaluations of case studies, so generalisations

are difficult to establish unless most cases have the same outcome. In

order to provide a framework for exploring the studies relating to

formative assessment, the emerging research can be referenced to 

The Assessment Reform Group’s 10 principles for formative assessment:

1. Assessment for learning should be part of effective planning of

teaching and learning.

2. Assessment for learning should focus on how students learn.

3. Assessment for learning should be recognised as central to

classroom practice.

4. Assessment for learning should be regarded as a key professional

skill for teachers.

5. Assessment for learning should be sensitive and constructive

because any assessment has an emotional impact.

6. Assessment should take account of the importance of learner

motivation.

7. Assessment for learning should promote commitment to learning

goals and a shared understanding of the criteria by which they are

assessed.

8. Learners should receive constructive guidance about how to

improve.

9. Assessment for learning develops learners’ capacity for self-

assessment so that they can become reflective and self-managing.

10. Assessment for learning should recognise the full range of

achievements of all learners.

(Assessment Reform Group, 2002, p.2)

A number of studies cite the availability of immediate feedback for

students as a key benefit in this area (Ashton and Wood, 2006; Bull,

Quigley and Mabbott, 2006; Peat and Franklin, 2002). This relates to

other research that indicates immediacy of feedback is important in the

self-assessment process; however, factors other than immediacy are also

shown to be important in Clariana, Ross and Morrison (1991). Despite

this, Topping, Samuels and Paul (2007) make a strong case for the

educational benefits of timely feedback. This in turn relates to the 

strand of formative assessment related to self-assessment (principle no.9

above).

Studies also indicated that CBA was able to shed more light on

student’s difficulties with subject knowledge (Jean, Delozanne, Jacoboni,

and Grugeon, 1998) or identify students’ methods of learning (Bull et al.,

2006). This links to the ideas of students receiving constructive guidance

(principle no.7 above).

Studies such as Hunt, Hughes, and Rowe (2002) and Lowry (2005)

make claims that improved student performance was related to the

formative use of CBA. However, it is difficult to establish attainment

gains as a direct result of the use of CBA as the meta-analysis of 23

36 | RESEARCH MATTERS :  ISSUE 10 / JUNE 2010

Formative
assessment

Validity

Efficiency

Access

Motivation

Q
u

es
ti

o
n

s

CBA and the relationship with
Formative Assessment 

The relationship between CBA
and students' methods of
learning 

O
ve

rv
ie

w
 T

ex
ts

 

Efficiency afforded by CBA 

Motivation

Li
te

ra
tu

re
 C

o
d

in
g 

New Assessment models 

Criterion Validity 

Feedback

Problems with wide scale 
implementation 

Accessibility

Reducing workload/resourcing 
issue 

Assessing new constructs 

Figure 5: Representation of the emergence of key themes

These five emergent key themes in the existing literature can be more

accurately specified as follows:

● Use of CBA to improve the efficiency of assessment programmes

(efficiency).

● Use of CBA to facilitate or enhance formative assessment practices

(formative assessment).

● The effect of CBA on the validity of assessments (validity).

● Use of CBA to facilitate access to assessments (access).

● The effect of CBA on student motivation (motivation).

It is worth noting at this stage that the themes of efficiency and, to a

certain extent, validity indicate a system-centric view of education (pre-

occupied with measurement and effective use of resources). The themes

of formative assessment, access and motivation indicate a more learner-

centred view of education.

Examining evidence in the literature

Evidence for efficiency

It would appear that very little empirical evidence exists that CBA

improves efficiency. Loewenberger and Bull (2003) struggled to reach

conclusions on the cost-effectiveness aspect of efficiency, but

hypothesised that CBA would be more suitable for larger groups. Their

report indicates that due to factors associated with immaturity of ICT

use and resistance to change:

...it becomes extremely difficult to obtain hard data that conclusively

demonstrate the cost-effectiveness of CBA. Recommendations and



studies by Fuchs and Fuchs (1986) reported significant attainment gains

by those involved in non-CBA formative-assessment based interventions.

The use of CBA was reported to increase dialogue between student

and teacher in two case studies (McGuire, 2005; Nicol, 2007), this chimes

strongly with one of the key points made by Black and Wiliam (1998):

The dialogue between pupils and a teacher should be thoughtful,

reflective, focused to evoke and explore understanding, and conducted

so that all pupils have an opportunity to think and to express their

ideas.

(Black and Wiliam, 1998, p.12)

Therefore evidence that indicates the use of CBA encourages dialogue is

starting to align with the ideals of formative assessment practice.

On the other side of the coin, the studies of the formative use of CBA

were also scoured for evidence of any negative impacts associated with

their implementations. One recurring theme was the difficulty in

demonstrating equivalence between CBA and paper-based formats

(Ashton and Wood, 2006; Johnson and Green, 2004).

Another negative impact of CBA was the amount of time taken for

both students and teachers to ‘learn the system’ (Jean et al., 1998;

McGuire, 2005). This has implications in terms of large scale

implementations of CBA as illustrated by Nicol (2007) and the difficulty

of institutional implementation and wide-scale use highlighted by Conole

and Warburton (2005).

There was also evidence that particular systems were promoting a

mechanistic approach and confined to the assessment of lower-order

skills (McKenna, 2001). However, other studies such as Ridgway and

McCusker (2003) contradict this by implying that CBA facilitates the

assessment of higher order skills. Together the studies indicate that the

assessment of lower or higher order skills may not be a function of CBA,

but the way in which it is used.

It would seem that the key themes emerging from the review of

studies linking CBA and formative assessment, in order of prevalence and

sufficiency of evidence, are as follows:

● The use of CBA for instant feedback and self-assessment.

● The use of CBA to facilitate anytime-anywhere access to formative

assessment.

● Concerns regarding equivalence with paper-based assessments.

● Time taken for students to familiarise with the computer interface.

If we return to the framework of the 10 principles at the beginning of this

section, the themes identified in the research on formative assessment

focus very strongly on the use of CBA to uphold principle number 9 –

opportunities for self-assessment. This is well evidenced in the available

research and is exemplified by the findings in Bull et al. (2006) and

McGuire (2005).

However, this leaves any claim that CBA can enhance a number of the

principles for formative assessment un-evidenced from the research. Only

one study demonstrated the use of CBA in focusing how students learn

(Peat and Franklin, 2002). Similarly, there was only limited evidence on

how CBA helped place AfL as central to classroom practice (McGuire,

2005). Little research evidence is available on the use of CBA to support

the remaining principles.

In examining these studies related to the formative use of CBA, the

literature indicates that only one key aspect of formative assessment is

significantly evidenced, namely the capacity of CBA for instant feedback

and providing opportunities for self-assessment or reflection. It is clear

that there is much less evidence available for how CBA supports the

remaining principles outlined in this section.

Evidence for CBA improving the validity of assessments

The American Psychological Association (APA) ‘Guidelines for Computer

based Tests and Interpretations’ state that “the validation of computer-

based tests and protocols does not differ in kind from the validation of

tests generally” (APA, 1986, p.19).

It is worth emphasising the importance given to validity in evaluating

new forms of assessment:

The arguments, pro and con, regarding traditional and alternative forms

of assessment need to give primacy to evolving conceptions of validity

if, in the long run, they are to contribute to the fundamental purpose of

measurement – the improvement of instruction and learning.

(Linn et al., 1991, p.20)

Russell, Goldberg and O’Connor (2003) provide a useful summary of

some aspects of validity research since 1986 which cites evidence on the

following areas:

● The inability to review or revise responses (this, in particular, is a

feature of computer adaptive testing) has a negative effect on

examinee performance.

● Graphical display issues, such a screen size and resolution, affect

examinee performance.

● Familiarity with computers plays a role in test performance.

These three areas refer to Messick’s (1989) concept of ‘construct

irrelevant variance’ which becomes a recurring theme in the reviewed

literature. These points also serve as a useful illustration of three very

different sources of construct irrelevant variance:

● The method by which assessment items are sequenced.

● Aspects of screen display.

● The characteristics of the student in relation to ICT.

Sources of construct irrelevant variance in an on-screen assessment of

ICT skills are also explored by Threlfall, Nelson and Walker (2007), who

approach the analysis by examining ‘sources of difficulty’ and then

identifying those that are linked to the construct, and those that are

irrelevant to the construct.

One recurrent feature of CBA research are studies designed to yield

comparisons with ‘equivalent’ paper-based tests – this is evaluating the

traditional dimension of criterion-related concurrent validity (often

referred to as cross-modal validity in the literature). A meta-analysis of

such studies by Bunderson et al. (1989) demonstrated better

performance in computerised tests in 3 cases; no difference in 11 cases;

and better performance in paper tests in 9 cases. The meta-analysis

revealed some potential reasons for the modal differences:

● Aspects of item delivery.

● Aspects of item presentation.

● The students’ background characteristics – particularly in relation to

ICT.

Note that these points concord with the findings by Russell et al. (2003)

above. Some research has focussed on the students’ characteristics:

In summary, establishing a model that fully accounts for test

performance differences may be some time away, however it seems
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critical at this time to further this line of research. Based on our review

and these results, we anticipate that computer familiarity is the most

fundamental key factor in the test mode effect.

(Clariana and Wallace, 2002, p.601)

Huff and Sireci, (2001) examine issues regarding validity in computer-

based testing. First they look at the evidence used in favour of CBA to

enhance validity and conclude that most of these arguments centre on:

1) increasing construct representation, and 2) improving measurement

precision.

They go on to state that the claims that computer-based testing can

enhance validity can be traced to at least four current developments:

● Innovative item formats.

● Computerised-adaptive testing technology.

● Cognitively principled CBT design.

● Automated scoring.

In the same article, perceived threats to validity are also explored, namely

construct under-representation and the introduction of construct

irrelevant variance in CBT tests.

Regarding ‘construct under-representation’, some argue that CBA can

improve the construct validity of a test in the case of assessments of

problem solving skills (Ridgway and McCusker, 2003) and students’

cognitive strategies (Nunes, Nunes and Davis, 2003). Some attempts

have been made to provide a more empirical demonstration of construct

validity in assessments of students’ cognitive strategies (Wirth and

Klieme, 2003).

From the discussion above, it is clear that there are many areas of

‘construct irrelevant variance’ to explore. Some inroads have been made

with regards to identifying student background factors such as familiarity

with ICT that have effects, but there clearly remain many areas of

research activity left to explore in this area, particularly as CBA continues

to evolve.

It appears that CBA introduces new sources of ‘construct irrelevant

variance’ that, unmitigated, may reduce the validity of assessments. On

the plus side, there is now a growing body of evidence indicating that

CBA can facilitate the assessment of new constructs such as problem

solving and meta-cognition.

Evidence for CBA facilitating access to educational

assessments

The literature in this area can be divided into two further categories:

● The use of CBA to facilitate accessibility to assessments for

individuals with disabilities.

● The use of CBA to facilitate access to assessments on-demand.

Taking the former, it is suggested that the increasing use of computer-

based aids for those with disabilities make CBA an easier form of

assessment to take advantage of these. For example, Bennett (1999)

states:

From the perspective of task comparability, CBT offers substantial

promise. One reason is that computers have become life-style

accommodations for people with disabilities…an industry has evolved

that produces dozens of alternative devices for getting information

into and out of a personal computer.

(Bennett, 1999, p.181)

Empirical research is not evident in this area, which may be down to the

small numbers of students with disabilities taking part in large-scale

computer-based assessments. There is a warning associated with the use

of features to enable accessibility, that un-checked they could evolve into

threats to validity, that is, providing unfair assistance to particular

students (Hansen, Mislevy, Steinberg, Lee and Forer, 2005) .

The latter aspect of accessibility, that CBA facilitates on-demand

testing, can be illustrated using case studies. For example, an evaluation of

CBA in undergraduate level Chemistry (Lowry, 2005) collected some

qualitative feedback from students who indicated one benefit of CBA was

the usefulness of being able to access the material at any time.The growth

of the internet has clearly offered opportunities of online testing on

demand:

Online students are able to take advantage of the accessibility of

online assessment tasks from a variety of locations. They may receive

valuable ‘just in time’ feedback from their teachers in order to make

meaningful, timely decisions and judgements about their own learning.

(Northcote, 2002, p.623)

It would appear that there are further areas of empirical work to be done

with regard to CBA improving accessibility to assessments for those with

disabilities, particularly as increasing numbers participate in CBA

programmes.

It would appear that commentators believe CBA has clear benefits in

offering accessibility to those with disabilities. However, the lack of

empirical research means that evidence is still awaited.

Evidence for CBA effects on student motivation

Harlen and Deakin Crick (2003) provide a useful framework for

examining motivation through their meta-analysis of 19 studies linking

motivation and testing. However, none of the studies examined involved

the application of CBA. Even if it were assumed that findings would

transfer to the CBA environment, they largely imply a negative

association between testing and motivation. However, the hypotheses

put forward by, for example, Bull and McKenna, (2003) and McKenna

(2001) were that CBA improves student motivation. It has been difficult

to find much evidence of motivational effects specifically associated with

CBA, this is clearly an area that is ripe for further research.

Conclusions

The literature review has identified 5 themes associated with the

evaluation of CBA.

In none of these areas was there comprehensive empirical evidence in

the existing literature to back up the claims made for CBA.

Much of the evidence has emerged from case-study methodologies

(particularly in the area of formative assessment), meaning that

opportunities for generalisation are limited.

The two strongest themes are those of validity, which has been

considered in a number of contexts, and formative assessment, which has

evidence compiled from a number of case studies.

When the evidence gathered regarding the use of CBA in all five areas

is scrutinised, a number of areas for further exploration and research

activity emerge:

● Evidence primarily emerges for Higher Education contexts,

suggesting that more work could be done to identify issues
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specifically related to secondary or primary levels of education.

● There is a possible need to evaluate cost effectiveness in a more

conclusive manner.

● It would be more comprehensive to evaluate CBA against the

additional criteria for formative assessment from the Assessment

Reform Group that were discussed in the evaluation of evidence for

the formative use of CBA.

● Aspects of validity relating to construct-irrelevant variance could be

explored in the context of computer-based tests.

● There is a need to provide more empirical evidence on the impact

that CBA has in supporting access.

● Work could be undertaken to identify if there is a link between the

use of CBA and student motivation.

● A critical and structured review of the ‘grey-literature’ about CBA.

It is also possible to derive a number of practical aspects from the

literature reviewed here, which will be of use to those considering how

CBA may or may not improve the assessment experience at their

learning institution:

● CBA does not have a strong empirical basis for efficiency claims –

therefore the literature would suggest caution if the prime

motivation for the introduction of CBA is efficiency.

● CBA has a strong case for improving self-assessment opportunities

(particularly in the case of Higher Education).

● CBA has a limited evidence base for facilitating full formative

assessment practice – therefore the introduction of CBA alone is

unlikely to lead to full scale adoption of formative assessment.

● The literature indicates that CBA does have the opportunity to

facilitate access to educational assessments.

● There is weak evidence for the motivational effects of CBA.

These practical pointers, although primarily of interest to those currently

considering the use of CBA in education, will be important considerations

for researchers undertaking empirical work about CBA in the future.
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Introduction 

Historically, unitary awarding bodies and the national regulator1

monitored standards of qualifications between awarding bodies, over

time and between cognate qualifications at the same level, and this work

continues. A key reason for conducting such work is to avoid inequalities

and inequities which would be created by the existence of easier routes

to access further study or jobs.

Ideally standards are compared in terms of candidates’ performance

and in terms of the demands of the qualifications. When comparing new

qualifications there is sometimes a lack of performance evidence2 or

assessment tasks3 to form a robust sample from which generalisable

research results can be drawn. In such cases comparability studies could

focus on specifications4 and the associated demands. However, studies

restricted to one aspect of comparability (whether it be performance or

demands) are limited.

One approach to comparing demands of qualifications is for experts to

rate them on a scale of cognitive demands known as CRAS. CRAS was

developed using academic qualifications. An issue deriving from its

provenance may be that CRAS is not suitable for use with vocational

qualifications which are different in nature and purpose to academic

qualifications. Generally there are far more comparability studies about

academic qualifications than VQ/VRQs5. In the present study we

investigate whether CRAS is suitable for use in comparability studies

which include VQs/VRQs.

Demands and difficulty

There is sometimes a lack of clarity about definitions of demands and

difficulty.

In this article:

Task demands refer to the actions (usually cognitive) a task is

intended to require of typical members of the target group of

learners. For example, candidates might be required to recall familiar

information. Task demands generally relate to individual summative

assessment tasks such as examination items. But task demands could

also be related to an individual classroom activity or similar.

Specification demands refer to the actions the specification is

intended to require of typical members of the target group of

learners in four areas: cognitive, affective, psychomotor and

interpersonal. These specification demands might be explicit in the

specification or they might be an underpinning ethos. For example,

candidates might be required to recall information about a topic,

empathise with another person’s understanding of the topic,

evaluate the other person’s understanding to know what extra

information they need and explain the relevant information to the
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1. Currently the national regulator of the awarding bodies is Ofqual.

2. Performance evidence refers to students’ work in the form of essays, artefacts, paintings, multiple

choice responses and so on.

3. Assessment tasks refers to examination questions, assignments, briefs for work-based projects

and so on.

4. The specification is: The complete description – including optional and mandatory aspects – of the

content, assessment arrangements and performance requirements for a qualification. A subject

specification forms the basis of a course leading to an award or certificate. Formerly known as a

‘syllabus’. QCDA (undated)

5. VQ refers to vocational qualifications and VRQ to vocationally related qualifications. These are

very broad categories. Many vocational qualifications in England are NVQs (National Vocational

Qualifications which: are designed to recognise a candidate’s competence in the workplace. They

provide a statement to employers of skill, competence and knowledge in a particular sector. (OCR,

2009a).

Vocationally related qualifications generally focus on an occupation or occupational sector:

Vocationally-Related Certificates enhance knowledge and build upon candidates’ skills in

preparation for a job. (OCR, 2009b).
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