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Foreword

By necessity, in response to Covid-19, nations around the world have had to undertake one of the biggest natural experiments in education which we ever have seen. And now we have a huge challenge in trying to understand what actually happened, what impact there has been for young people, schools and society, and what continuing consequences will flow through schooling, society and the economy. But the very nature of the pandemic has meant that undertaking research is extremely difficult, not just because of the fast-paced nature of events and the responses but also because of disruption to researchers’ own professional and personal lives. However, we really do need to know how different people were affected, how different approaches to remote learning functioned, and how and over what timeframe the inequalities and differences will play out—important not least for determining appropriate support and action as schooling begins to gear up and remote learning starts to reduce in intensity. Understanding what worked and what didn’t (both in terms of attainment and equity) is important for focusing ongoing support to individuals, schools, and to regions, as well as for developing curriculum policy on the use of remote learning—and developing the continuing response to a pandemic which very much is still with us. Our work with Cambridge CEM synthesising research on responses to interrupted learning and probing learning during the pandemic is designed to be both penetrating and timely. There is a very real risk that research lags behind the need to act. Such lags carry a strong risk of policy error—something we anticipated in the 2017 Cambridge Approach to Improving Education. But quite rightly, policy makers cannot wait in current times; swift action is needed and the research community has to step up with rapid research synthesis and empirical enquiry. At the same time, we are sceptical of “Year Zero” thinking—Tom Benton’s piece reminds us that we should not forget what we were thinking about and probing prior to 2020. Any “new normal” should be constructed on the very best of what we know about assessment, curriculum, and educational improvement.

Tim Oates, CBE Group Director, Assessment Research and Development
Editorial

Our first article in this issue, by Tori Coleman, looks at what is meant by the term social studies. As you might expect, it’s not entirely clear-cut, but investigations like this can help us to avoid misunderstandings and confusions in conversations with people from countries that use the term slightly differently.

Our second and third articles come from a collaboration with our researchers in Cambridge CEM (part of Cambridge University Press & Assessment since June 2019). They look at the impact of the drastic changes to school life created by the lockdowns imposed to manage the pandemic. The article by Joanna Williamson et al. looks at the effects on students—including what they most missed during lockdown and what they now feel they need more of. The article by Chris Jellis et al. considers teachers’ perceptions of their wellbeing during and after lockdown.

Producing exam papers is a complex process involving many people with different roles. Everyone is committed to the quality of the end product—but very occasionally errors manage to evade all the checks and appear in front of candidates. But what exactly counts as an error? Our fourth article, by Nicky Rushton et al., looks at definitions of error in other industries and relates them to the perceptions and understanding of error among those with different roles in producing exam papers at Cambridge University Press & Assessment.

Our final article, by Tom Benton, shows that it is important to avoid “wishful thinking” when anticipating the benefits to reliability that adaptive testing might bring, in particular if tests made up of the kind of questions currently used in GCSEs and A Levels were to be administered adaptively.

Tom Bramley Director, Research Division
What is (or are) social studies?

Victoria Coleman¹ (Research Division)

Introduction

As we are a global organisation, our customers and stakeholders often have very different educational traditions and systems. This can cause confusion when the same terms have different meanings in different countries and cultures. One area where we have found this to be the case is when talking about social studies. The aim of this research was to increase our understanding of what is meant by this widely, but variably, used term. Social studies is a subject discipline which has provoked significant dispute over a range of areas, including whether it should exist as a subject at all (Roldao & Egan, 1992). Broadly it is understood as a discipline which includes content from multiple subject fields. However, there is much variation in how social studies is conceptualised, in terms of both terminology and definition, as well as in what subject content it is considered to encompass and how it is structured and organised. This article first outlines the history of social studies as a school subject to understand its origin as a discipline. We will then discuss some of the issues around conceptualising social studies as a school subject, including different terms and definitions that have been used. Following this, we examine different approaches that have been taken to social studies as a subject in terms of what content is included and how it is organised.

History of social studies

To understand social studies as a subject in schools, it is useful to look at the history of its introduction. Most educational historians consider social studies to be an American invention and its origins can be traced back to the early twentieth century in the United States (US) (Roldao & Egan, 1992; Ravitch, 2003). A 1916 bulletin titled The Social Studies in Secondary Education was published by the US Bureau of Education and is viewed as seminal in the development of social studies in the US, and then ultimately around the world (M. Nelson, 1988). History, which was already a subject taught in schools in the US, was then integrated into social studies during the 1930s, alongside content from

¹ The work was carried out when the author was a member of the Research Division.
geography and civics. Consequently, history subject content has driven much of social studies content and approach in many contexts.

Following the publication of the 1916 bulletin, social studies became increasingly widespread within education in the US. The global influence that the US had meant that social studies as a school subject also spread to numerous countries, often replacing or combining other subject areas. That said, much of the research on social studies education has been and remains US-centric (Parry, 1999).

This global trend of social studies adoption is illustrated by a comparative study of social science subjects in jurisdictions across the world during the period 1900–86 (Wong, 1991). This study looked at the presence of social science subjects in the curricula (which they defined as history, geography, civics and social studies), grouped into time periods. It found that 11 per cent (of 47 countries) had social studies as a subject in their curricula in the period 1920–44; increasing to 60 per cent (of 77 countries) in the period 1970–86. There was also a corresponding decrease in history (81 per cent to 47 per cent), geography (87 per cent to 47 per cent) and civics (40 per cent to 27 per cent) subjects, illustrating that social studies had replaced these subjects in many contexts.

However, social studies does not have the same pattern of use in all countries. Wong (1991) noted there were trends in the use of social studies curricula which were related to the region and colonial background of the countries. The shift to social studies was not seen in Eastern European countries. Additionally, while social studies largely appeared to replace history and geography in countries which had previously been Anglo-US and Spanish colonies, this was not the case in those with French colonial backgrounds.

Conceptualisations of social studies

Terminology

There is a great deal of inconsistency and ambiguity around terminology and definition of social studies and where it is considered to sit in the curriculum, in terms of overarching learning areas.

- **Social studies, singular or plural?**
  There is variation in whether social studies is used in the singular, to mean a school subject; or in the plural sense (i.e., the social studies), as an overarching term or category that includes several subjects such as history and geography (J. Nelson, 2001; Mutch et al., 2008). In some cases, it has been used in both senses. This issue is interlinked with tensions in how the relationship between social studies and other disciplines is understood. In this review, we will focus on social studies as a school subject.

- **Social studies or social science**
  A second issue is that social studies is sometimes used interchangeably with social science (Hertzberg, 1981), while other times it is seen as a subject within the overarching area of social science. Where both terms are used it is not always clear whether they are being accidentally conflated or whether they
are being used as distinct terms with a specific relationship to one another. This occurred in the New Zealand curriculum framework of 1993 where both were used with no explicit definition or explanation of their relationship to one another, leading to confusion (Sinemma, 2004).

• **Relationship with social science and humanities**
  Another challenge is the lack of clarity about the relationship between social studies, social science, and the humanities. In some cases, social studies is seen as a subject within the overarching learning area of humanities. For example, in the new Curriculum for Wales, humanities is an “Area of Learning and Experience” and social studies is a discipline within this, alongside geography; history; religion, values and ethics; and business studies (Hughes et al., 2020, p.276). In other contexts, social studies is a subject which draws from both the social sciences and the humanities (National Council for the Social Studies [NCSS], 2010).

• **Relationship with science**
  Sometimes, social studies type subjects are grouped into an overarching area with sciences. For example, in the primary curriculum for Ireland, there is an overarching curriculum area of “Social, Environmental and Scientific Education” which has science, geography and history subjects within this (National Council for Curriculum and Assessment, 1999). In other cases, social studies and science content is combined into a single subject, particularly for lower stages of education, for example Japan has a “Life Environmental Studies” subject which combines social studies and science content in grades 1 and 2 (Shimura, 2015, p.152).

• **Relationship with civics/citizenship**
  Civics or citizenship education (amongst other names) often forms a key part of social studies curricula. Citizenship can be used for the purpose of social studies curricula; as a subject discipline that feeds into social studies; or as a standalone subject which exists instead of, or as well as social studies. For example, Singapore has both a social studies subject and a citizenship subject (Brant et al., 2016).

• **Social studies or another term?**
  Social studies is not the only term used when discussing subject curricula in this area (Brant et al., 2016). Sometimes, this is by including another subject in the title, such as “history and social studies” in previous iterations of the Finnish Curriculum (Löfström, 2019, p.89). In others, alternative terms such as society are used as the subject name, for example Queensland previously had “Studies of Society and Environment” as an integrated subject area drawing from a variety of subjects typically included in social studies (Brant et al., 2016, p.67).

• **Translational issues**
  It is apparent from literature looking at non-English speaking countries that in many contexts there are subjects which may be translated to mean social studies, but which could arguably be translated to another term. For example, the Danish subject of “samfundsfag” is translated to social studies by the Danish Ministry of Education, but arguably could also be translated
to social sciences (Hansen, 2020, p.96). This introduces further ambiguity in what is understood by social studies.

Definitions

There has also been much variation in how social studies is defined in different contexts, and even at different time points within contexts. J. Nelson (2001) identifies three categories of definitions and gives examples within these:

- Defining social studies in terms of the basic purpose, for example citizenship, social criticism, social responsibility.
- Defining social studies in terms of knowledge structure dimensions, for example history, law education, social science, humanities, integrative social knowledge.
- Defining social studies in terms of instructional or curricular criteria, for example critical thinking, issues-centred, multicultural studies.

While these categories overlap, it highlights that there are various ways of conceptualising social studies. This leads to significant variation in the content and structure of social studies curricula. There is a wide variety of definitions of social studies, and some of these are outlined below.

1916 bulletin definition

The definition given in the 1916 bulletin is useful to refer to as this has had a broad impact on understanding of social studies. They use the definition: “the social studies are understood to be those whose subject matter relates directly to the organization and development of human society, and to man as a member of social groups” (US Bureau of Education, 1916, as cited in M. Nelson, 1988, p.20).

National Council for the Social Studies

The National Council for the Social Studies (NCSS), formed in the US in 1921, is a professional association dedicated to promoting social studies. In 1994 they published Standards for Social Studies: A framework for Teaching, Learning and Assessment, which has subsequently been revised, most recently in 2010 (NCSS, 2010), as well as a framework for social studies State Standards (NCSS, 2013). Within their Standards for Social Studies document they define social studies as:

the integrated study of the social sciences and humanities to promote civic competence. Within the school program, social studies provides coordinated, systematic study drawing upon such disciplines as anthropology, archaeology, economics, geography, history, law, philosophy, political science, psychology, religion, and sociology, as well as appropriate content from the humanities, mathematics, and natural sciences. The primary purpose of social studies is to help young people make informed and reasoned decisions for the public good as citizens of a culturally diverse, democratic society in an interdependent world.

(NCSS, 1994, p.3).
The NCSS has been highly influential on understandings of social studies, particularly in the US (Rutherford & Boehm, 2004). The NCSS Standards are intended to support the development and teaching of social studies both as a standalone subject, and for integration into subject discipline-based classes such as history and geography.

**Dictionary definition**

It is also useful to examine dictionary definitions of social studies as they show how the term *social studies* is commonly understood. The *Cambridge Dictionary* (n.d.) defines it as: “in the US, a course for younger students that includes many of the social sciences”. This highlights that social studies is perceived as an American concept in many contexts.

An alternative dictionary definition offered by *Merriam-Webster* (n.d.) understands social studies as an overarching area rather than a subject and specifies a variety of subjects that fall into this area: “a part of a school or college curriculum concerned with the study of social relationships and the functioning of society and usually made up of courses in history, government, economics, civics, sociology, geography, and anthropology”.

Meanwhile, the *Collins English Dictionary* (n.d.) makes a distinction between social studies in Britain and in the US, outlining differences in the subjects that are included in social studies: “In Britain, social studies is a subject that is taught in schools and colleges, and includes sociology, politics, and economics. In the United States, social studies is a subject that is taught in schools, and that includes history, geography, sociology, and politics”.

These dictionary definitions highlight some of the differences in understandings of social studies definitions such as whether it is understood as a subject and what other disciplines it is linked to.

**Social studies traditions**

The aims or purposes of specific social studies curricula play a large role in determining the content included, and in how social studies is conceptualised. There are several “traditions” of social studies curricula that have been identified in the literature (Ross et al., 2014; J. Nelson, 2001). One influential piece of work by Barr, Barth & Shermis (1977, as cited in J.Nelson, 2001) identified three key purposes or traditions of social studies; this was then expanded to five traditions by Martorella (1996, as cited in Nelson, 2001):

- **Citizenship (or cultural) transmission**
  This tradition understands the purpose of social studies as promoting national values and ideas of “good citizenship”, with students taught a generally accepted body of factual knowledge. It focuses on promoting cultural and social unity and gives less attention to diversity of experience (Ross et al., 2014; Barr, et al., 1997).
• **Social science**
  This tradition views the purpose of social studies as teaching students the key rules, principles, generalisations, and processes of social science disciplines such as political science, history, economics and geography. This focuses on teaching students techniques for gathering, processing, and applying information. Arguably much of the work in this area has focused on history, education and skills (Barr et al., 1997; Ross et al., 2014).

• **Reflective inquiry**
  This tradition views reflective inquiry as the purpose of social studies, equipping students with decision-making and problem-solving skills to use in their lives (Barr et al., 1997; Ross et al., 2014).

• **Informed social criticism**
  This perspective considers the purpose of social studies as challenging the status quo and addressing injustices. Social studies is intended to provide students with the opportunity and skills to examine and critique the past and present. This tradition gives more weight to teachers’ and students’ own experiences, including cultural knowledge and understandings (Ross et al., 2014). This tradition is sometimes merged with the reflective inquiry approach (e.g., Barr et al., 1997), as instructional methods used in this tradition focus on encouraging reflective and critical thinking.

• **Personal, social, and ethical development**
  This tradition sees the purpose of social studies as empowering students to face problems in today’s world, focusing on helping them to develop a positive self-concept and self-efficacy. It is grounded in ideas of democratic citizenship, highlighting personal freedoms and responsibilities (Barr et al., 1997; Ross et al., 2014).

Many curricula can be said to be drawing from each of these traditions to different extents (Mutch et al., 2008; Barr et al., 1997), although it is generally agreed that citizenship transmission has historically dominated much of social studies education (Ross et al., 2014).

## Structure and content of social studies curricula

### Subjects within social studies

Social studies draws from a range of other disciplinary subjects. Therefore, another important part of defining social studies is considering its relationship with other subject disciplines, and which subjects it draws content from. Where a social studies subject exists, there are two broad approaches for including content from subject disciplines within it (Brant et al., 2016; Hughes et al., 2020):

- An interdisciplinary approach—considering the subject disciplines to be related but distinct; this may be done by including them as strands within the social studies curriculum with connections drawn between them.
- An integrated or unified approach—focusing on the skills and types of thinking that are common across the disciplines included within the social studies curriculum.
History, geography and civics/citizenship

Social studies as a subject is predominantly made up from history, geography and civics/citizenship content, particularly in the US (M. Nelson, 1988). This explains why social studies curricula and research globally tend to focus on these areas. An example of this is seen in the curriculum comparisons review by Brant et al. (2016). While they acknowledge that other subjects are present in some social studies curricula, they focus on history, geography, and civics/citizenship as these are often considered core elements of social studies. They found a common tension in whether history and geography have their own disciplinary identity, or whether they are incorporated into an overarching social studies subject, which usually focuses on citizenship. That said, while both history and geography are frequently included in social studies curricula, they are not included everywhere. For example, in Denmark, social studies does not include geography and history, and instead focuses on politics, economics, sociology and international politics (Hansen, 2020).

History has largely been the dominant subject in social studies content, often focusing on transmission of historical knowledge and facts (J. Nelson, 2001; Brant et al., 2016). However, some historians feel very strongly that history should retain its status as a discipline rather than being taught entirely within the framework of a social studies subject or learning area. For example, Smith (2016) argued that including history content in social studies rather than as a standalone subject represents two competing purposes: history for its extrinsic utility, focusing on socialisation, understanding the self and cross-curricular learning; versus history as a discipline, providing an epistemic framework for uncovering the past and the pursuit of rigorous engagement with evidence. Geography is also a common component of social studies, but there is not as much contention around whether it should be a standalone subject or included within social studies. Brant et al. (2016) noted that in many of the jurisdictions, both geography and history were taught as foundations for civics or citizenship. That said, geography is not taught within social studies in all contexts. For example, in Finland it is instead aligned to the sciences, and focuses on physical geography content (Brant et al., 2016).

Civics or citizenship education (amongst other names) often forms a key part of social studies curricula. Social studies is often used to transmit ideologies and belief systems. Brant et al. (2016) found that a focus on citizenship, and promotion of national identity and sometimes patriotism were present to varying degrees in the different curricula. A further challenge here is defining what citizenship means. In many countries there is a specific emphasis on ideas of democratic citizenship (J. Nelson, 2001), however this is not relevant in all contexts.

There have been changes in how themes of citizenship are represented in social studies courses. Wong’s (1991) review of social studies curricula found that while ideas of instilling national spirit, pride and patriotism had historically been the focus of curricula in many countries, social science curricula (including social studies) have increasingly shifted to ideas of responsible citizenship. Similarly, Lerch et al. (2017) reviewed history, civics and social studies textbooks from 78 countries from 1950 to 2011 and found that while references to social structures like democracy remained, there was an increase in references to human agency
and rights. They argued that this represents a core cultural shift from ideas of obedient citizenship to ideas of active and empowered individuals with rights and responsibilities. Similarly, themes around the environment are increasingly seen in social studies. For example, Bromley et al. (2011) analysed social studies textbooks in 65 countries and found that themes of environment had increased, alongside a shift to emphasising social issues and human rights above national citizenship. Additionally, many researchers have called for social studies to move from ideas of national citizenship to ideas of global citizenship instead (e.g., Myers, 2006).

Other subjects linked to social studies
While history, geography and civics are very commonly included and central in social studies curricula this literature review found reference to social studies as encompassing content from a wider variety of subjects and topics. As discussed, the NCSS references social studies as drawing from “anthropology, archaeology, economics, geography, history, law, philosophy, political science, psychology, religion, and sociology, as well as appropriate content from the humanities, mathematics, and natural sciences” (NCSS, 1994, p.3). Other subjects that have been discussed in the context of social studies include criminology (Solhaug et al., 2020) and tourism (Jaber & Marzuki, 2019). Altogether, there is a great deal of variation in which subjects are discussed as part of social studies in both research and curriculum.

Subjects and stages
Another area where there is variation, is whether social studies is taught as a subject across both primary and secondary levels. Some contexts have social studies as a subject throughout schooling, for example in Alberta (Hayward et al., 2018). However, in many curricula there is social studies as a subject at primary school level; with subjects such as history and geography taught separately from lower or upper secondary (Brant et al., 2016; Hughes et al., 2020; Hayward et al., 2018). Sometimes these replace social studies, in other cases social studies continues to be taught alongside these additional disciplinary subjects (e.g., New Zealand). Where social studies is replaced or supplemented by subject disciplines at later stages of learning, this can be done in one level or over several (Hayward et al., 2018).

Components of a social studies curriculum
There is much variation in what is included within social studies curricula (Hayward et al., 2018; Hughes et al., 2020; Brant et al., 2016). There are different approaches to balancing knowledge and skills, with some social studies curricula also including values or dispositions (Hughes et al., 2020). Hayward et al. (2018) report that there was an overall tendency to emphasise “inquiry” skills, particularly in some jurisdictions. In some contexts, social studies curricula focus on knowledge content (Brant et al., 2016). Vogler and Virtue (2007) suggest that many social studies frameworks in the US are overloaded with knowledge content, and so teachers focus on factual content, rather than higher level thinking skills. This issue has also been noted in Canada (Brant et al., 2016). Many curricula bring together the subjects that can make up social studies through focusing on the skills that they
have in common, rather than bodies of knowledge. In some contexts, this focus on skills has been contentious. For example, in New Zealand in the 1990s, a draft for a new social studies curriculum provoked criticism that there was an emphasis on skills at the expense of content (Crittenden, 1998).

Hayward et al.’s (2018) review also looked at the presence of “big ideas” (also referred to as key areas, themes or ideas) within the curricula, how prominent their role was, and whether they were subject-specific or not. They considered big ideas to be core concepts which underpin the curriculum. They noted big ideas in various forms in Scotland, Singapore, Australia, Ontario, and British Columbia. In many cases, these big ideas spanned across grade levels, while in others (e.g., Ontario) there were also specific big ideas at each grade level.

**Literacy**

There is also discussion about the place of literacy or language arts within social studies. In the US, there has been an increased emphasis on integration of literacy with social studies. This has been partly because the Common Core State Standards have called for greater literacy integration into science and social studies, and accordingly have published English language arts standards for history/social studies (Lee & Swan, 2013). However, there are concerns that integrating literacy into the social studies curriculum can lead to a focus on teaching literacy skills, such as reading comprehension, at the expense of social studies specific skills and knowledge (McGuire, 2007).

**Curriculum models**

Social studies does not have intrinsic levels of progression to the same extent that subjects such as mathematics do. There is limited research on progressions in social studies, as the focus tends to be on progression within individual disciplines such as history and geography (Hughes et al., 2020). Consequently, there is much variation in how social studies curricula are organised and structured (Brant et al., 2016). Various curriculum models have been used, which also relate to the different traditions of social studies:

- **Expanding horizons model**—This model has been influential in social studies, particularly in the US (Rutherford & Boehm, 2004). There are various interpretations and terms used for this approach including “expanding environments” and “widening interests” (LeRiche, 1987). Broadly, this model argues that children should move from the known to the unknown, beginning by learning about familiar contexts, and expanding from the self out to the world. This model has been subject to various criticisms; it is argued that it is based on outdated theories of child development (LeRiche, 1987), that it does not apply well to the study of history (Krahenbuhl, 2019) and that it needs to be modified to take into account the technological and social changes of the modern world (Clarke et al., 1990).

- **Chronology model**—An approach commonly used in the US has been termed the “chronology model” (Rutherford & Boehm, 2004). This is rooted in the origin of social studies in the US and tendency to use history as the
central component of social studies. This model centres on history, with the curriculum organised by historical periods, with content from other disciplinary subjects such as geography linked to these. Consequently, it is criticised for allowing history to dominate social studies and treating other disciplinary content as secondary.

• **Core knowledge sequence**—This approach stems from the work of Hirsch and is a content-based approach to social studies (Rutherford & Boehm, 2004). A key limitation is how to select the content, and skews in focus can arise based on the disciplinary background of the curriculum developers. It has also been criticised for not taking into account cognitive dimensions of learning, and for focusing on the aggregation of knowledge. Additionally, there are concerns that it may focus on the “knowledge of the powerful” (Brant et al., 2016). “Knowledge of the powerful” refers to the idea that those who have the power in society define what is considered knowledge and who has access to it (Young, 2012).

• **Cognitive taxonomies**—Cognitive taxonomies such as Bloom’s taxonomy have been used for social studies, organising the curriculum around types of thinking (Brant et al., 2016). However, this approach has been criticised for failing to include substantive knowledge and there are concerns that it does not consider that there are domain-specific dimensions to conceptual knowledge (Brant et al., 2016).

• **Subject-specific disciplinary thinking**—Another approach has been to consider progression in terms of subject-specific disciplinary thinking. This approach focuses on mastery of the concepts and processes, or epistemologies that are core to the particular disciplines included in the social studies curriculum. However, there are concerns that this artificially separates disciplines, with many competencies not unique to specific disciplines, and misses the opportunity to draw connections between these (Brant et al., 2016).

• **Body and form**—Brant et al. (2016) suggest that another approach is understanding knowledge as both “body and form”, such as in “historical literacy” (Lee, 2011, as cited in Brant et al., 2016). There is limited explanation about this approach, but they suggest that it understands a subject as being both a body of knowledge, and a form of knowledge, with these interacting with each other and being of equal importance.

• **Spiral curriculum**—Several references were found to the use of spiral curriculum models for social studies. Broadly, this approach suggests that rather than being organised by disciplines or chronology, content should be organised in “spirals” of key concepts and skills, with progression from familiar concepts and skills to increasing abstraction (Parry, 1999, 2007; Matrai & Szebenyi, 1987).

• **NCSS National Curriculum Standards and C3 Framework**—The NCSS National Curriculum Standards and C3 Framework can also be used as an organising model for social studies. The National Curriculum Standards (2010) were developed to provide a conceptual framework for conceptual design and development of social studies curricula. The standards are
organised around 10 thematic strands. The C3 Framework was developed later and is intended to provide guidance on key concepts and inquiry skills that should be incorporated into social studies curricula, in the US context, including more discipline specific guidance (NCSS, 2013). The C3 Framework and National Curriculum Standards can be used alongside each other, with the C3 Framework building upon the National Curriculum Standards, as well as giving more disciplinary specific guidance (Herczog, 2013).

**Representations of gender and race in social studies curricula**

It is important to consider representations of gender within social studies. Bernard-Powers (2001) discusses the role for social studies in gender equity, through considering representations of gender dynamics and identities, highlighting gendered issues, and addressing gendered knowledge in social studies curricula. However, she argues that while the issue of gender equity in social studies has been discussed for decades, there remains substantial work to be done on this. Similarly, Engebretson (2014) critiques the NCSS standards for social studies for representations of gender. She highlights that they do not give explicit guidance on gender, focus on binary representations of gender, and have a gender imbalance with men over-represented among the notable people in the content they recommend covering.

Race and ethnicity have often been neglected in social studies (Branch, 2004; Howard, 2003); however, it is important that these are considered as part of social studies work. Branch (2004) highlights that although teachers may avoid discussing race and ethnicity in the classroom, social studies has an important role to play in affirming students’ racial and ethnic identities and experiences. Howard (2003) suggests that social studies is well placed to discuss and address issues of race and that it has an important role to play in helping students to understand societal issues of inequality, discrimination, and racism. He argues that since social studies encompasses and often focuses on issues relating to citizenship, it is important that race and racism are discussed as part of this.

In some contexts, such as the US and Australia, where there are indigenous or aboriginal populations that have been marginalised, indigenous perspectives have been excluded or characterised in problematic ways. For example, Sharp (2013) reviewed references to Indigenous Australians in social studies textbooks in Australia from the 1960s to 1980s. She found a tendency towards tokenistic mentioning, and representing Indigenous Australians monoculturally. Where Indigenous Australians were discussed, they were often “othered” and shown as primitive or savage.

**Controversial topics**

A significant challenge for social studies curricula is how to handle topics that are controversial. This can be linked to the need to discuss race and ethnicity as outlined above; such topics are often avoided due to discomfort with the subject matter. It can be challenging to decide whether an issue is controversial or not. Issues that are considered as non-controversial by some, may be viewed as controversial by others, and this is ultimately affected by underlying ideologies.
and bound by place and time. Whether topics are presented as controversial or not within a curriculum frames them as either open to discussion, or as being closed and conventionally agreed upon. Camicia (2008) argues that curriculum developers must continually consider the question “controversial to who, where and when” (p.312).

Colonialism is one example of a topic that may be considered controversial. Masta (2016) considered the issue of colonialism being taught in social studies curricula in a classroom in the US. They found it was often erased (not discussed at all) or normalised (presented as an inevitable and usual process). In social studies, there can be a tendency to attempt to avoid or to deliver a “neutral” approach to challenging topics such as colonialism, rather than engage in critical analysis, but by erasing or normalising colonialism the curriculum can perpetuate harmful colonial ideologies that marginalise ethnic minorities and allow damaging colonial legacies to continue.

**Conclusion**

This review sought to understand the various ways social studies has been defined and conceptualised as a school subject. Overall, there is a lack of consensus around terminology and definition of social studies and a great deal of variation in how it has been conceptualised and approached in different contexts. History, geography, and civics/citizenship seem to be the subject content most frequently included in social studies. However, there are numerous other subjects that have been included, and expectations about what is part of social studies vary across contexts. The diversity of understandings and approaches to social studies pose a challenge for educators and researchers as it is difficult to compare social studies across different countries and cultures, and to define social studies in an overarching sense. When discussing social studies, it is crucial to clearly and explicitly define the way in which it is being conceptualised. This is important in order to avoid misconceptions arising due to differences in how social studies is commonly understood in different contexts.
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Learning during lockdown: How socially interactive were secondary school students in England?

Joanna Williamson (Research Division), Irenka Suto, John Little, Chris Jellis (Cambridge CEM), and Matthew Carroll (Research Division)

Introduction

In England, one of the Government’s responses to the COVID-19 pandemic, alongside broader national restrictions, was for schools (both state and independent) to be closed to all but the children of key workers and a small number of other children identified as vulnerable. The working population was also expected to work from home if they were able to. This situation came to be known colloquially as “lockdown”. There were two separate school lockdowns, the first starting in March 2020 and a second in January 2021. During the second lockdown in particular, schools were expected to make proactive provision for student learning to continue (Montacute & Cullinane, 2021; Williamson, 2021; Leahy et al., 2021), and the emphasis for many was moved to independent learning and home schooling.

For many students, the closing of schools caused serious upheaval in their studies. The advent of widespread schooling at home is commonly believed to have placed great burdens on individual students who often had to take much more responsibility for their own learning than they had done previously. There was a much greater reliance on technology, broadband internet access and the presence and availability of appropriate devices (laptops, tablets and phones). There was the problem that these resources were often shared with other members of the family, including, potentially, parents working from home. Many students were also impacted by repeated periods of self-isolation from anyone outside their own household, due to close contact with confirmed COVID-19 cases (often within school), particularly in the periods of time between and following the national lockdowns.

In an attempt to find out more about the experiences of secondary school students and their teachers during the lockdown period in early 2021, and to compare these experiences with those during their subsequent return to school, we conducted research investigating behaviours and attitudes during
What do we know about student experiences during lockdown?

The unprecedented nature and size of the pandemic meant that most governments had extremely difficult decisions to make, in an unusually short timescale. The United Kingdom (UK) Government’s decision to close schools in England in 2020 and 2021, and to expect most students to continue their education from their homes with as much support as could reasonably be put in place by their school, caused a great deal of concern (e.g., Andrew et al., 2020). There was speculation as to how the lockdowns would affect the education and ultimately the life chances of school students, particularly those who were close to taking their GCSE or A Level examinations. In addition, teachers were placed in a position where they were required to plan, deliver their lessons, and mark work in ways that were unfamiliar to them. Again, there were concerns about the quality of teaching and marking under these conditions (Howard et al., 2021, pp.60–61). Consequently, a number of research projects were commissioned, both nationally and internationally, to discover and evaluate any learning loss, or lost opportunities for learning and therefore loss of learning progress, that would potentially occur.

An early study in Norway (Bubb & Jones, 2020) concluded that, although working remotely had put greater pressures on students and teachers, it also provided opportunities not previously apparent. Pupils reported on the autonomy they had gained and that it allowed them to make more decisions for themselves as to when and how to do things. Teachers too, reported pedagogical benefits, including the ability to spread their attention equally among their students rather than tending more to the most demanding. In England, recently published reviews have emphasised that student experiences of learning during lockdown were highly diverse (Leahy et al., 2021; Howard et al., 2021). During the first national lockdown, research confirmed that socio-economically disadvantaged students were spending far less time learning than less disadvantaged peers (Leahy et al., 2021), and were less likely to be learning through live online lessons. Comparatively, little research has been carried out into teaching and learning during the second national lockdown specifically (Howard et al., 2021), but the available evidence suggests that students on average spent more hours per day learning than during the first lockdown (Leahy et al., 2021), and that live online lessons were available more frequently and to more students than during the first lockdown (Nelson et al., 2021; Teacher Tapp, 2021). Despite improved remote teaching provision and specific efforts to mitigate inequalities, discrepancies in student experiences remained. Leahy et al. (2021, p.7) report that “students from middle-class families [were] nearly 1.5 times more likely to be spending more than five hours per day learning than students from working-class families” during the second lockdown, and students in more deprived schools remained far less likely

1 Similar decisions were made in Scotland, Wales and Northern Ireland, engendering similar concerns.
than students in the least deprived schools to have access to digital devices at home (Coleman, 2021; Nelson et al., 2021). This was presumed to be an important factor in accessing and engaging with remote provision: Nelson et al. found that “students in the most deprived schools were still less likely than students in the least deprived schools to attend the online lessons (59% and 78%, respectively), and return set work (47% and 67%, respectively)” (Nelson et al., 2021, cited by Howard et al., 2021, p.39). Although socio-economic factors were judged to be dominant, both recent reviews (Leahy et al., 2021; Howard et al., 2021) stress the difficulty of generalising about student experiences to any groups of students, due to extensive variation at multiple levels—regional, local, school and student.

In terms of the impact of these lockdown experiences on learning, some studies (Kuhfeld & Tarasawa 2020; Pensiero et al., 2020) drew on previous research of learning loss during the summer holidays to estimate the learning loss that had occurred during the lockdown period. The Pensiero study made estimates of learning loss for school students in the UK, with the caveat that actual figures would be highly dependent on the socio-economic group in which the student fell. Far less loss was predicted for the higher socio-economic groups: around 14 per cent of a standard deviation, with 28 per cent for the lower socio-economic groups. The Kuhfeld study from the United States of America (USA) reported extremely early (in April 2020) and suggested that, based on summer learning loss studies, students would return after lockdown with around 70 per cent of the expected learning in reading and around 50 per cent in mathematics. However, since this was based on summer learning loss research, it assumed that no learning at all took place during the time in lockdown, which may not have been the case. Another study, a joint project between the Education Endowment Foundation (EEF) and the Fischer Family Trust (Weidmann et al., 2021) related student performance on the standardised Progress in Reading and Language Assessment (PIRA) and Progress in Understanding Mathematics Assessment (PUMA) tests compared to a previous test taken pre-pandemic in April 2019; the authors found no measurable difference in pupil performance. In contrast, a separate study commissioned by the EEF (Rose et al., 2021, p.1) reported a large degree of “loss”, amounting to a loss of two months’ progress in both mathematics and reading.

Learning loss aside, another aspect concerning researchers, teachers, parents, and other stakeholders has been the wellbeing of students during this unprecedented time. Several studies have attempted to address this concern. A qualitative study by researchers at the University of York (Kim et al., 2020) highlighted anxieties that teachers have had about their students during lockdown, particularly those whose parents were key workers (in professions such as health and social care, food provision, the police force and other public services) and were left alone at home all day. Other concerns revolved around a perceived lack of engagement among students, work not being completed, and some groups not being responsive at all, and hard to reach. A short briefing note produced by the University College London (UCL) education unit (Moss et al., 2020) raised concerns about student wellbeing and welfare due to pressures on parents’ reliance on food banks, long working hours or job loss. In addition, they mentioned issues with those families who were technologically disadvantaged,
who had no internet access and were hard to reach. A large study from the south of England (Mansfield et al., 2021) covering 19,000 school pupils across the age ranges concluded that lockdown had a greater negative impact on students in secondary schools compared with those from primary schools. Those from secondary schools scored lower for happiness, management of schoolwork and loneliness.

The story, therefore, is a mixed one. The evidence to date suggests that for some students, supported by both family and socio-economic advantages such as access to technology and a working space at home, the impact of lockdown on wellbeing and learning loss may have been fairly modest. For those who are technologically disadvantaged, or for whom family life has been more substantially impacted (e.g., via COVID-19 illness itself, parental career loss or reduced income, or parental overwork / risk in a key worker role), the situation is potentially far more bleak.

**The present study**

In the present study, we explored secondary school students’ reflections on their lockdown learning experiences following the second national lockdown in England, which took place from early January 2021 until March 2021. We focused upon the extent and nature of their social interactions, which we hypothesised had changed markedly compared with during normal, pre-pandemic schooling. In normal, non-pandemic schooling, students interact with peers and teachers within lessons and school-directed activities (e.g., assemblies, school-based sports), but school attendance may involve numerous other social interactions besides these, such as interacting with non-teaching staff, or socialising with friends while travelling to and from school. As well as contributing to the nature of pedagogy and learning, social interactions affect interpersonal wellbeing. This is known to be an important component of overall wellbeing for school students; that is, of how they feel about themselves and their schools (McLellan & Steward, 2015). Key questions of interest related to whether there were differences in the patterns of social interactions of those students who learned mostly or entirely at home and those who spent time in school during lockdown (perhaps due to their parents’ occupations or being identified as vulnerable).

**Method**

We devised and administered a short survey for secondary school students, with data collection taking place in May 2021. Respondents were recruited via a post on the Cambridge CEM2 website asking for volunteer schools in England to take part in the research. Responding schools were sent letters of invitation explaining the research. Those agreeing to participate were provided with a link to the survey and were asked to allow their Year 10 to Year 13 students aged between 14

---

2 Cambridge CEM (Centre for Evaluation and Monitoring) is a leading provider of assessment and monitoring systems including baseline, attitudinal, diagnostic and entrance tests.
and 18 years to complete it.

The survey took approximately 10 minutes to complete. Students were asked to which of the four year groups (Year 10, Year 11, Year 12 or Year 13) they belonged. They were then asked:

- Where did your lessons take place during lockdown? (i) Mostly or entirely at school; (ii) Mixture of school and home; or (iii) Mostly or entirely at home.

The survey then suggested nine types of activity in which students might reasonably be expected to engage, either at home or at school. The first four of these were types of learning activities that occur in most lessons in English schools in “normal” times: whole class activities, working in small groups, working pairs, and working independently. They vary in terms of the number of people with whom students have the opportunity to interact. The fifth activity type, that of one-to-one conversations with teachers, also relates specifically to schooling (both at home and in the school building) but is not necessarily an activity within lessons: one-to-one conversations between teacher and student might take place (briefly) within a lesson, as a passing conversation in the school corridor, at the start or end of a lesson, or as a separately scheduled meeting. The remaining four activity types were: exploring new ideas and areas of interest, spending time with family, spending time with friends (this can be online), and relaxing / doing leisure activities alone. These activities were not related solely to schooling, although all but the final activity type could be interpreted by students to relate to both educational and non-educational activities. They were chosen in order to capture any potential changes in social interactions more generally. As noted previously, school attendance in pre-pandemic times occasioned social interaction in more than just classroom-based activities, and so to investigate the changes to social interaction associated with changes to schooling it was important not to limit the survey’s scope to school-directed or solely educational activities.

For each of the nine activity types, students were invited to respond to three questions:

- How much time did you spend on the following activities during lockdown, compared with normal schooling outside lockdown?
- How helpful were these activities to you during lockdown?
- How much of these activities do you think you need over the coming months, compared with how much of them you had during lockdown?

In Question 2, students were not asked to distinguish between academic progress and wellbeing, but to make an overall judgement reflecting the extent to which each activity had been worthwhile. In Question 3, similarly, we expected respondents to think holistically. Responses were given using 5-point Likert scales. For Question 1, the response options ranged from “Much less time” to “Much more time” with an “Unsure” option. For Question 2, the response options ranged from “Really unhelpful” to “Really helpful” with an “Unsure/not applicable” option (abbreviated to “Unsure/NA” throughout). For Question 3, the response options ranged from “Much less” to “Much more” with an “Unsure” option. The survey did not allow respondents to skip questions.
Participants

Just over 600 students from eight different schools in England took part in the survey. Three schools, labelled A, B and C, provided the majority of the replies, each contributing over 100 responses. The remaining five schools (grouped as Schools R) had a total of 124 student responses among them. Responses were received from students across Years 10 to 13, with more responses from students in Years 10 and 12. The breakdown by school and year group is shown in Table 1. The sample was not nationally representative of England’s school population, with independent school students over-represented.

Table 1: Students surveyed by school and year group.

<table>
<thead>
<tr>
<th>School type</th>
<th>Number of responses</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Year 10</td>
</tr>
<tr>
<td>School A State-maintained, single sex</td>
<td>86</td>
</tr>
<tr>
<td>School B Independent</td>
<td>108</td>
</tr>
<tr>
<td>School C Independent</td>
<td>52</td>
</tr>
<tr>
<td>Schools R 2 Independent schools; 1 Academy; 1 Free school; and 1 FE College</td>
<td>18</td>
</tr>
<tr>
<td>Total</td>
<td>264</td>
</tr>
</tbody>
</table>

Results and discussion

Locations of lessons

As mentioned previously, students were first asked where their lessons had taken place during lockdown. As would perhaps be expected, the distribution is heavily skewed towards students who spent their lockdown time at home. Eight of the 14 students in the sample who answered “Mostly or entirely at school” were in a single school. Nationally, the average rate of on-site school attendance for secondary school students during the early 2021 lockdown was 5 per cent \(^3\); the average rate that could be expected from the survey respondents (assuming near full-time attendance from 2.3 per cent and some attendance from a further 20 per cent) does not seem too dissimilar.

Table 2: Where did your lessons take place during lockdown (3 groups)?

<table>
<thead>
<tr>
<th>Location</th>
<th>N responses</th>
<th>Percentage</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mostly or entirely at school</td>
<td>14</td>
<td>2.3%</td>
</tr>
<tr>
<td>Mixture of school and home</td>
<td>121</td>
<td>20.0%</td>
</tr>
<tr>
<td>Mostly or entirely at home</td>
<td>469</td>
<td>77.7%</td>
</tr>
</tbody>
</table>

The focus of this investigation was on examining the differences between students’ remote learning experiences during lockdown and their subsequent experiences upon their return to school. Given this focus and the very few responses from students whose lockdown lessons took place mostly or entirely in school, we decided that we would combine the first two rows of Table 2 and distinguish just two groups in our analyses: students whose lockdown learning took place mostly or entirely at home (77.7 per cent) and students whose lockdown learning was not mostly at home, that is, included time in school (22.3 per cent).

**Overview of students’ experiences of activity types**

The overall profile of the 604 participating students’ responses to the three questions about activity types is shown in Figure 1. The first column of bars gives an overall impression of how much time was spent on each activity type during lockdown, compared with during normal, pre-pandemic schooling. In line with our hypothesis, students reported that both the extent and nature of their social interactions changed markedly.

Strikingly, around two-thirds of students reported spending much more time working independently. This finding coheres with Bubb and Jones (2020) who reported increased autonomy among school students in Norway. Conversely, a similar proportion reported spending either less time or much less time working with others, in small groups or as a whole class. Together, these findings may suggest that for many students, there were large parts of the school day during which remote interactive teaching via Zoom⁴ and other technologies did not take place. Lessons may have been provided in written format or pre-recorded, taking the form of lectures rather than interactive sessions. The biggest drop in frequency of schooling activity was for working in pairs. This is perhaps unsurprising, given the likely difficulties around arranging this during remote learning. It appears to have been replaced by independent working, rather than by whole class activities via Zoom, for example. Also, two-thirds of students reported spending less time or much less time in one-to-one conversations with teachers.

---

⁴ Zoom is a popular video teleconferencing software program used widely during the pandemic.
Figure 1: Visual representation of responses to the three main student activity questions.

The second column of Figure 2 indicates how helpful the students found these types of educational activities during lockdown. Perhaps surprisingly, over half of the students found working independently to be helpful or really helpful. Again, however, this is in line with Bubb and Jones’s (2020) finding of enthusiasm during the pandemic for increased autonomy among Norwegian students. This can be taken as a positive finding, given how much this type of activity was reported to have increased. One-to-one conversations with teachers during lockdown were also reported to be helpful or really helpful by over half of the students. Since students reported spending less time in such conversations, it does not come as a surprise that the majority reported needing more or much more time for one-to-one conversations with teachers once back in school.

Interestingly, almost a sixth of students responded “Unsure/NA” to the question of how helpful they found working in pairs. Together with the large reported drop in the frequency of pair-work during lockdown, the high level of “Unsure/NA” responses could indicate that this type of interactive learning ceased completely for many of these students. Indeed, Figure 1 gives the general impression of an association between the proportion of “Unsure/NA” responses to each question on helpfulness (within column 2) and the change in frequency of the activity type to which it relates (column 1). This would suggest that many students selected this response because the activity was very much reduced or even ceased altogether during lockdown, rather than because it occurred but they were uncertain of
its value. The outcomes of an analysis of the “Unsure/NA” data supported this idea: the mean scores for the time spent on activity types were in almost all cases much lower for the “Unsure/NA” respondents than for the rest of the cohort who provided a measure-based answer.

The students were least positive about the helpfulness of working in small groups during lockdown; approximately a quarter of them reported that this activity was either unhelpful or really unhelpful. This could indicate that this activity type works least well in a remote format, possibly due to technological difficulties, the engagement levels of other students, or limits around how well teachers can monitor groups. However, without an indication of students’ views on small group working in pre-pandemic schooling, firm conclusions cannot be drawn.

Looking beyond the types of learning activities that occur in most English classrooms in normal times, the first column of Figure 2 shows that during lockdown, over two-thirds of the students reported spending more time with their families. The second column indicates that most of these students found this to be helpful or really helpful.5 Almost two-thirds of the students reported spending more time or much more time alone. This finding aligns with (Kim et al., 2020) who highlighted teachers’ concerns that some of their students were left alone for long periods during lockdown. Around half of the students reported spending less time or much less time with friends, and approximately a third reported spending less time or much less time exploring new ideas and areas of interest. The latter reported decrease in time could be hypothesised to be due to reduced time with friends and / or the reduction in interactive learning activities described above. However, it was beyond the scope of the present study to test these hypotheses. It is apparent, however, that the reported increase in time spent working independently was not associated with students spending more time exploring new ideas and interests.

The third column of Figure 2 indicates what the students thought they needed over the coming months, compared with how much of the activities they had during lockdown. It can be seen that the students were broadly positive or neutral about all the activity types included in the survey. That is, there was an overall desire for more time on all activities, with no net negative responses to any activity type. The students’ responses were least positive for working independently: over a quarter thought they needed less or much less of this activity and approximately half were neutral about it. Arguably it is surprising that so few students wanted less of it, given how much independent working they had experienced during lockdown. It is possible that many became used to it and discovered its value during that time, but exploring this possibility was outside the scope of our research.

5 While it is possible that the few students who reported spending less time with their families found this to be helpful, the number of such students is too small to alter this interpretation of the figure.
Students’ experiences of activity types by year group

Table 1 showed that there were respondents from all four targeted year groups: over 250 were Year 10 students, around 80 were in Year 11, roughly another 150 were Year 12s, and just over 100 were Year 13s. Figure 2 shows students’ responses broken down by year group, including the “Unsure” and “Unsure/NA” responses. As in Figure 1, the responses to each item are presented as a multicoloured bar. This time, however, each bar represents a year group rather than all respondents, and the coloured sections of each bar represent proportions rather than numbers of responses. This is to facilitate comparisons, since N varied across the year groups (see Table 1).

Overall, the figure shows a high level of consistency across year groups. Despite this broad similarity, there are some emergent patterns. In particular, the extent to which students reported much less, or less, time in one-to-one conversations with teachers decreased with increasing student year group, suggesting that older students received closer to “normal” levels of one-to-one conversations with teachers than their younger peers. The proportion of students reporting that they found one-to-one conversations with teachers helpful during lockdown also increased with age, with younger students more likely to respond “Unsure/NA” (a logical response for those not experiencing much or any of this activity) or that it was unhelpful. Figure 2 also shows some association between increasing student year group and wanting more time to explore new ideas, and wanting to spend more time with friends.
Figure 2: Responses to the three main student activity questions, by respondent year group.

To check for between-school variation, responses were also compared by school (Appendix 1). There was a high level of similarity across schools in the extent to which respondents found activities helpful, and the time they wanted to spend on activities once back at school. Responses about the time spent on independent working during lockdown varied very little between schools, but there were moderately large differences in the amount of time spent on one-to-one conversations with teachers and in small-group working.
Relationship between lockdown location and the types of activity students spent more or less time on during lockdown

Key questions of interest related to whether there were differences between those students who learned mostly or entirely at home and those who spent time in school during lockdown. Accordingly, Figure 3 shows students’ responses to the question of how much more or less time they spent on each activity (Question 1), according to the location of their lockdown learning. Note that in Figure 3, proportions of respondents have been centred on zero to emphasise the reported decreases or increases in time spent on the activity types during lockdown. Bars shifted to the left of the zero line indicate a balance of decreasing time on that activity type, while bars shifted to the right indicate a balance of increasing time on that activity type.

Strikingly, Figure 3 shows that both groups of respondents showed similar patterns for the different activity types. That is, the broad patterns identified in Figure 1 held for both groups, a finding also supported by the similarity of means and standard deviations of responses from each group (see Table 3, Appendix 2).

As explained in the Method section, the first five activity types (Figure 3) relate to schooling and occur in most English classrooms in normal times. Students who attended school at least some of the time during lockdown reported spending similar amounts of time on each of these five activity types to those students who learned mostly or entirely from home. The general trend of spending less time in interactive learning activities within lessons (whole class, small groups, and pair-work) and more time working independently was common to both groups, as was spending less time in one-to-one conversations with teachers. It follows that the balance of activity types for those attending school during lockdown appears to have been quite different from what it had been prior to the pandemic. The nature of face-to-face schooling appears to have changed in the direction of remote schooling. This may be because teachers wanted to treat their students as fairly and consistently as possible, and / or did not have time to prepare pedagogical activities in multiple formats.

Nonetheless, some small but potentially relevant differences were observed. Respondents who had worked mostly at home gave a larger proportion of “Much less time” responses for pair-work, small group work, and one-to-one conversations with teachers. Such patterns may be expected due to the reduced social contact associated with being predominantly at home. Although the differences are relatively minor, the different groups of respondents did experience their lessons during lockdown a little differently.

The differences between the two groups were just as small for the four activity types that did not relate solely to schooling. That is, for spending time with friends and family, exploring new ideas, and spending time alone, the distributions of time were broadly similar for students who learned mostly or entirely at home and those who spent time in school during lockdown. Two small but unsurprising differences in the groups can be seen in Figure 3. Respondents who had worked mostly from home gave a larger proportion of “Much less time” responses for time with friends, and a larger proportion of “Much more time” responses for time with family.
Figure 3: Responses to Question 1 (“How much time was spent on the activities during lockdown?”), broken down by the main location of learning during lockdown. Bars are expressed as proportions of respondents in each group, and are centred on zero so that bars to the left indicate a reduction in time spent, and bars to the right indicate an increase in time spent; the further left the bar lies, the greater the proportion of respondents that spent less time on that activity.
Relationship between lockdown location and which types of activity were found helpful

The analyses described above establish that there were only minor differences in the time spent on different activity types between the different groups of students. It is feasible, however, that even if broad patterns of time use were similar, students’ experiences of those activity types may have differed depending on the location of lockdown learning. Accordingly, Figure 4 breaks down responses to Question 2 (“How helpful was the activity?”) by location of learning. Note that interpretation of the figure is the same as for Figure 3, but as relatively more respondents answered “Unsure/NA” for this question, each bar does not sum to 1.

Figure 4 shows that the perceived helpfulness of activity types was similar between the groups, but some slightly larger differences were apparent than in Figure 3. Students who spent lockdown mostly at home gave much greater proportions of “Really helpful” responses to time spent with friends and time spent alone. This finding is most explicable for time spent with friends, as students spending most of their time at home would see friends less, making any social time much more valuable. The finding that time alone was also more helpful was less expected, and perhaps relates to having to share space with other family members. This highlights the multiple functions of time at school, providing social time alongside learning, but also opportunities for young people to have space and time to themselves. In terms of teaching activities, some differences were evident in small group work and pair-work, where students who were mostly at home showed greater proportions of negative responses. This could relate to the challenges of conducting such activities online, where technical limitations hinder “natural” group interaction, or to the simple fact that the activities were less frequently conducted under remote learning. Work in pairs again showed the biggest difference between group mean scores (Table 4), Appendix 2, while the only activity type to get a mean score lower than 3, indicating a net negative opinion, was working in small groups for those students who spent lockdown at home.
Figure 4: Responses to Question 2 (“How helpful were the different activities?”), broken down by the main location of learning during lockdown. Bars are expressed as proportions of respondents in each group and are centred on zero so that bars to the left indicate more unhelpful activities, and bars to the right indicate more helpful activities. Note that as the proportion of “Unsure/NA” responses varied between activities and these responses were removed, bars are of different lengths.
### Relationship between lockdown location and which types of activity students wanted more of afterwards

The final question in the survey related to which activities students wanted more of, once schools had fully reopened. Figure 5 breaks down responses to Question 3 into the two groups considered so far. Interestingly, although this analysis of the previous questions identified some differences between the groups, this plot highlights just how similar the two groups were in respect of what activities they wanted more of. As noted in the whole-sample analysis, there was an overall desire for more time on all activities except independent working, with neither group showing an overall negative response to any activity.

![Figure 5: Responses to Question 3 (“How much time should be spent on the activity types in coming months?”), broken down by the main location of learning during lockdown. Bars are expressed as proportions of respondents in each group, and are centred on zero so that bars to the left indicate activity types where less time should be spent, and bars to the right indicate activity types where more time should be spent.

Intriguingly, one of the more evident differences comes from “time with family”, where students who spent some time at school gave a slightly greater proportion of “Much more time” responses, although this is also offset by a greater proportion...
of “Much less time” responses. Indeed, when mean values are compared (see Table 5, Appendix 2), the values are identical for six of the nine activities, and for the three showing any difference, the difference is only 0.1 or 0.2.

The lack of difference between the groups is, in itself, an interesting finding. It was anticipated that the different experiences of students under lockdown would lead to differing needs going forward. However, these findings imply that the students effectively wanted the same things once schools reopened, regardless of where they spent lockdown. This may, therefore, show that students predominantly wanted a return to “normality” following the challenges of lockdown, rather than missing specific aspects of their school experience.

Limitations

When evaluating the results and discussion above, the study’s main limitation should be borne in mind. Although the overall data set was of a reasonable size and was collected from eight different schools, over three-quarters of the respondents to our survey attended just three schools. Thus, the sample was not nationally representative of England’s school population. The survey was conducted at a time when teachers were extremely busy collating their students’ performance data to provide them with GCSE and A Level grades. Although this is likely to have influenced many schools’ decision to participate, delaying the study to a less busy time would have had a negative impact on the validity of the data collected, since students’ memories of lockdown would probably have faded.

A further limitation of the data relates to the number of student respondents who participated in face-to-face schooling during lockdown. Nationally, the rate of on-site attendance for secondary school students was low (5 per cent), and our respondents included very few whose lockdown learning took place mostly or entirely in school, although a larger group reported a mix of learning from home and in school. Whether students who attended face-to-face schooling during lockdown were slightly under- or over-represented in our data, the conclusions that can be drawn are limited by the fact that the absolute number of responses from such students was small.

General discussion and conclusions

The results of this study indicate that the 600 students who took part experienced a marked decrease in the extent and type of their social interactions during England’s lockdown of early 2021. While we cannot say how typical these changes were or what happened nationally, we were unable to identify a compelling reason to assume that they were substantially different. For example, if substantial reductions in pair-work and small group work were experienced in the well-resourced schools in our study, then it seems likely that many schools in the state-maintained sector found it similarly difficult to continue these interactive activities during lockdown.

Reductions of this kind are of great concern given that the pedagogical benefits of peer tutoring are very well established. Peer tutoring includes a range of approaches within pair-work and small group work, in which students provide
each other with explicit teaching support (Education Endowment Foundation, 2021). Pre-COVID-19, its introduction in schools had been found to have an average positive effect equivalent to approximately five additional months’ progress, with low-attaining students and those with special educational needs making the biggest gains (Education Endowment Foundation, 2021). Opportunities of this kind appear to have reduced in 2020 and 2021, even among vulnerable children who attended school during lockdown and potentially need it most.

Just as importantly, our findings of reported reductions in the extent and range of interactive activities, both during and outside of schooling, offer a powerful explanatory mechanism for the decreases in the wellbeing of young people that have been reported since the pandemic struck (for example, Office for National Statistics, 2020). As explained previously, interpersonal wellbeing is known to be an important component of overall wellbeing for school students (McLellan & Steward, 2015). We would suggest that it is an important topic for further pandemic-related research.

Finally, perhaps the most positive finding of our study was a strong general trend for students wanting more of all the activity types explored, except independent learning (although even for independent learning, students seemed to think post-lockdown levels were about right, and over half found it helpful during lockdown). Since this finding could be an effect of school type, it would be interesting to research this further among a larger, nationally representative sample of students. Could there really be an increased desire and respect for education as a result of the lockdown, among students as well as those parents who had to home-school?
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Appendix 1: Students’ experiences of activity types by school

Figure 6 shows students’ responses broken down by school. As in Figure 2, the coloured sections of each bar represent proportions rather than numbers of responses in order to facilitate comparisons, since N varied across schools (Table 1).

<table>
<thead>
<tr>
<th>School</th>
<th>During lockdown?</th>
<th>How helpful?</th>
<th>Now need?</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>B</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>C</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>R</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>A</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>B</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>C</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>R</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>A</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>B</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>C</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>R</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>A</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>B</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>C</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>R</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Response options:
- Much less time
- Less time
- Roughly the same
- More time
- Much more time
- Unsure

Response options:
- Really unhelpful
- Quite unhelpful
- Neither helpful nor unhelpful
- Quite helpful
- Really helpful
- Unsure/NA

Response options:
- Much less
- Less
- The same amount
- More
- Much more
- Unsure

Figure 6: Responses to the three main student activity questions, by school.
Appendix 2: Responses summarised by lockdown location

To further support comparisons between students whose lockdown lessons took place mostly or entirely at home, and those who spent at least some time in school, Tables 3–5 show the mean and standard deviation of scores from each group, for each activity type.

Table 3: Mean responses to Question 1 (how much time was spent on the activities during lockdown compared with normal schooling outside lockdown). Values are derived from scoring 1 for much less time, 2 for less time, 3 for similar, 4 for more time, and 5 for much more time. Hence, a mean less than 3 indicates less time overall on that activity, and a mean greater than 3 indicates more time overall.

<table>
<thead>
<tr>
<th>Activity</th>
<th>Not mostly at home</th>
<th>Mostly or entirely at home</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Mean</td>
<td>SD</td>
</tr>
<tr>
<td>Whole class activities</td>
<td>1.9</td>
<td>0.8</td>
</tr>
<tr>
<td>Working in small groups</td>
<td>2.1</td>
<td>1.0</td>
</tr>
<tr>
<td>Working in pairs</td>
<td>2.1</td>
<td>1.1</td>
</tr>
<tr>
<td>Working independently</td>
<td>4.5</td>
<td>0.8</td>
</tr>
<tr>
<td>One-to-one conversations with teachers</td>
<td>2.3</td>
<td>1.0</td>
</tr>
<tr>
<td>Exploring ideas/interests</td>
<td>2.7</td>
<td>1.1</td>
</tr>
<tr>
<td>Time with family</td>
<td>3.8</td>
<td>1.2</td>
</tr>
<tr>
<td>Time with friends</td>
<td>2.8</td>
<td>1.2</td>
</tr>
<tr>
<td>Leisure activities alone</td>
<td>3.6</td>
<td>1.2</td>
</tr>
</tbody>
</table>

Table 4: Mean responses to Question 2 (how helpful were the different activity types). Values are derived from scoring 1 for really unhelpful, 2 for unhelpful, 3 for neither helpful nor unhelpful, 4 for helpful, and 5 for really helpful. Hence, a mean less than 3 indicates an unhelpful activity overall, and a mean greater than 3 indicates a helpful activity overall.

<table>
<thead>
<tr>
<th>Activity</th>
<th>Not mostly at home</th>
<th>Mostly or entirely at home</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Mean</td>
<td>SD</td>
</tr>
<tr>
<td>Whole class activities</td>
<td>3.2</td>
<td>0.9</td>
</tr>
</tbody>
</table>
Table 5: Mean responses to Question 3 (how much time should be spent on the activity types in coming months). Values are derived from scoring 1 for much less time, 2 for less time, 3 for a similar amount of time, 4 for more time, and 5 for much more time. Hence, a mean less than 3 indicates students wanted to spend less time doing that activity type, and a mean greater than 3 indicates students wanted to spend more time doing that activity type.

<table>
<thead>
<tr>
<th>Activity</th>
<th>Not mostly at home</th>
<th>Mostly or entirely at home</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Mean</td>
<td>SD</td>
</tr>
<tr>
<td>Whole class activities</td>
<td>3.3</td>
<td>0.9</td>
</tr>
<tr>
<td>Working in small groups</td>
<td>3.5</td>
<td>1.0</td>
</tr>
<tr>
<td>Working in pairs</td>
<td>3.6</td>
<td>0.8</td>
</tr>
<tr>
<td>Working independently</td>
<td>2.9</td>
<td>1.0</td>
</tr>
<tr>
<td>One-to-one conversations with teachers</td>
<td>3.7</td>
<td>0.9</td>
</tr>
<tr>
<td>Exploring ideas/interests</td>
<td>3.8</td>
<td>0.9</td>
</tr>
<tr>
<td>Time with family</td>
<td>3.3</td>
<td>1.1</td>
</tr>
<tr>
<td>Time with friends</td>
<td>3.9</td>
<td>0.9</td>
</tr>
<tr>
<td>Leisure activities alone</td>
<td>3.7</td>
<td>1.0</td>
</tr>
</tbody>
</table>
How well do we understand wellbeing? Teachers’ experiences in an extraordinary educational era

Chris Jellis (Cambridge CEM), Joanna Williamson (Research Division), Irenka Suto (Cambridge CEM)

Introduction

Much has been reported in the news and in academic circles of the effects of the COVID-19 pandemic, particularly on student wellbeing and learning in the light of the national lockdowns that resulted. Across the UK, schools were closed to most children from mid-March 2020 until at least June 2020, although the great majority of children did not return to school until September 2020 (Children’s Commissioner, 2020). A second national closure took place from early January 2021 until early March 2021. During these periods, home schooling, supplemented by distance learning through the use of collaborative technologies such as Zoom, became the norm. While there has been considerable interest in the effects of the pandemic and school closures on children, with so-called “learning loss” a particularly salient concern (Kuhfeld & Tarasawa, 2020; DfE, 2021; Weidmann et al., 2021, p.9), rather less attention has focused on the wellbeing of teachers and school leaders. Teaching has become bound up with the availability of broadband, knowledge and understanding of technology and the ability to control student behaviour and motivation remotely (Coleman, 2021). Additionally, many teachers have been expected to collect evidence of student knowledge and understanding in order to justify teacher assessed grades in the absence of England’s usual high stakes external examinations for GCSE and A Level. Undeniably, teaching experiences have changed substantially.

In this article, we report on a study of teachers’ wellbeing. We surveyed teachers about their experiences and concerns during and after England’s second national school closure, during early 2021. Our aim was to improve understanding of how teachers had been impacted in these unprecedented times, and of the kinds of support that they may need.

---

1 While schools were closed to most children, school attendance was still permitted for some specific groups, including students from disadvantaged backgrounds, students with certain special educational needs, and the children of key workers. However, attendance statistics indicated that even among those children permitted to attend school during the national lockdowns, only a small minority actually did so (Children’s Commissioner, 2020, p.1).
What is teacher wellbeing and why is it important?

The term wellbeing is all around us. Predominantly, it has been adopted by the media to denote such things as fitness, lifestyle, diet and good mental health. However, the psychological definition of wellbeing is not so far-ranging. Diener (2000) defines subjective wellbeing as being equivalent to the concept of living a good life, or colloquially, “happiness”. At the heart of wellbeing is the concept of agency, that is, the power people have to determine their own thoughts and actions. It brings together concepts from self-determination theory (SDT), motivation theory and self-efficacy theory.

In SDT, Deci and Ryan (1985) postulated that human beings have three inherent psychological needs: competence, relatedness and autonomy:

- Competence is the ability to deal effectively with the world around you.
- Relatedness is the ability to share experiences with other people and to develop a sense of belonging.
- Autonomy concerns itself with the ability to act according to one's own sense of needs and values.

Motivation theory is a complex subject and is largely outside the scope of this article but some of its main features are associated with self-worth, subject mastery, intelligence and ability and attribution. For teachers, there are two areas where motivation could be considered particularly important: (i) their own motivation to teach; and (ii) motivating their students. In his book Teaching and Researching Motivation (Dörnyei, 2001, p.158), Zoltan Dörnyei stated that the combination of teacher motivation and student motivation among practising teachers has not been studied widely. He identified that teachers have to draw on a wide range of motivational skills in order to teach effectively, and these are affected by factors such as the institutional environment, time available, stress and autonomy.

Self-efficacy theory, a term first used by Albert Bandura (1977), concerns the way individuals evaluate their experiences and thoughts through a process of self-reflection. It is based on the premise that, although previous action is often considered to be the best predictor of future achievement, more important is a person's assessment of their own ability to carry out a particular task successfully.

Although general wellbeing is an established concept, the area of teacher wellbeing is not so well defined. This led to researchers considering the particular case of teacher self-efficacy, and various instruments have been created to measure this trait. Tschannen-Moran and Woolfolk Hoy (2001) reviewed several different measures and used their findings to develop their own teacher self-efficacy scale: the Ohio State Teacher Efficacy Scale (OHSTES).

Gordon and Debus (2002) argued that teachers with high self-efficacy are likely to engage in a wider range of teaching practices than teachers with low self-efficacy. It also affects teachers’ responses to:

- the outcomes of pupil learning tasks
their use of novel teaching practices
- their responses to children who are difficult to teach
- their inclusion of children with disabilities
- their level of stress and their satisfaction with the teaching profession.

Measuring teacher self-efficacy, however, has been the source of much discussion and confusion (Henson, 2001), particularly as the results are so interwoven with teacher learning strategies and motivational style.

Noticing that there was a need for a specific teacher wellbeing scale that encompassed these other concepts, Rebecca Collie developed such a scale for her PhD thesis (Collie, 2014) and further refined it over the next few years into the Teacher Well Being Scale (TWBS), a well-regarded survey instrument consisting of 16 questions (Collie et al., 2015, p.745). Collie’s scale, on which this study is based, drew from the above-mentioned concepts of SDT, self-efficacy theory and motivation theory and proposed three teacher-specific factors of wellbeing:

- **Organisational wellbeing** concerns the environment in which teachers work and the relationships they form with their colleagues in school.
- **Workload wellbeing** concerns the time available to carry out the marking, teaching and administrative work allocated to them.
- **Student interaction wellbeing** covers areas such as student behaviour and motivation, interactions with students and classroom management.

An important characteristic of the TWBS is that it takes a practice-oriented approach to measuring teacher wellbeing; that is, it focuses on the determinants of wellbeing rather than attempting to assess indicators or outcomes of wellbeing (e.g., life satisfaction) directly (Collie et al., 2015, pp.745-746). The practice-oriented approach has been shown to assess wellbeing reliably (Organisational wellbeing $\alpha = 0.84$, Workload wellbeing $\alpha = 0.85$ and Student interaction wellbeing $\alpha = 0.82$) (Collie et al., 2015, p.748) and offers the additional benefit of identifying the factors that might be relevant in trying to improve it. This was a particularly important benefit for the present research, given the highly unusual circumstances in which teachers—as well as the rest of society—found themselves. The TWBS has recently been used in several different studies and circumstances (Fox et al., 2020; Yeo, 2021) to collect self-report data on teachers’ wellbeing. It has been proved to be a robust and reliable measure that is easy to administer, yielding data that is straightforward to analyse.

**Teacher wellbeing and demographic characteristics**

What would we expect to see in our research based on the work of Collie and others? Christian Gloria and colleagues (2013) posited that positive affect (one’s ability to face life with a positive outlook and interact positively with others) was positively correlated with resilience and negatively correlated with burnout. They also found that positive affect was more common among more experienced teachers and stress was more common among female teachers. Conversely, Collie et al. (2015) found higher levels of teacher wellbeing for older
and less experienced teachers compared with younger and more experienced teachers, and no effect by gender. A further study (van Petegem et al., 2005) looked directly at gender, parental status, job security and years of experience in relation to teacher wellbeing. They found a positive relationship between years of experience and teacher wellbeing, a positive relationship between teacher wellbeing and positive attitudes towards their students, and a negative link between teacher wellbeing and teacher dissatisfaction. They also noted that teachers who had children of their own tended to display higher levels of wellbeing. So, the situation is complex.

**Teacher wellbeing and COVID-19**

Given the relatively small amount of research into teacher wellbeing in general, it is unsurprising that little has been published about the effect of COVID-19 on teacher wellbeing. A working paper produced by University College London (UCL) (Allen et al., 2020) reported on the increased stress and work-related anxiety experienced by head teachers, who were expected to lead teams in ways that called on access to skills and resources that may not have been readily available. This increased stress was not found to be reflected by classroom teachers, who, although expected to teach in very different ways, did not have the stresses of managing students in the classroom. Allen and her colleagues’ findings were that teacher wellbeing, as measured using the Warwick–Edinburgh Mental Wellbeing Scale, had not changed between October 2019, before the pandemic and April 2020, when the UK national lockdown was very well established. Another study by Collie (2021) based on data from Australian schools found (fairly unsurprisingly) that teachers were much more stressed if they were teaching both remotely and in school than if they were teaching remotely only. A recent study by Kim et al. (2021) from York University in the UK, highlighted that the stresses are not spread equally, with primary school head teachers and senior leaders being more stressed than their secondary school counterparts, largely because there are fewer of them in a typical primary school to shoulder the burden.

**Method**

Nine schools (eight English, one Welsh) were recruited through the Cambridge Centre for Evaluation and Monitoring (CEM) website (www.cem.org) with a view to learning more about teacher and student wellbeing during the second national COVID-19 lockdown. This report concentrates on the experiences and concerns of teachers, which were collected using an online survey. The survey was based on the TWBS instrument (Collie et al., 2015). It also included a single, open question designed to allow teachers freedom to express their concerns and reflect on their wellbeing during lockdown as compared with their perceptions post lockdown.

The TWBS was developed in Canada. In the present study, we made some very

---

2 Cambridge CEM (Centre for Evaluation and Monitoring) is a leading provider of assessment and monitoring systems including baseline, attitudinal, diagnostic and entrance tests.
small modifications to it, to adapt its language for use in the UK. We then used it to collect data on teachers’ perceptions of their wellbeing during two phases of the pandemic. The modified TWBS (Appendix 1) consisted of 32 questions. The first 16 of these related to teacher perceptions during the second national lockdown in January and February 2021, and the second set of 16 questions related to wellbeing at the point the survey was administered in May 2021. The first 16 questions were prefaced by the phrase “During the lockdown in January and February 2021, how did the following aspects of being a teacher affect your wellbeing?” The second 16 questions were prefaced by the phrase “Currently, how do the following aspects of being a teacher affect your wellbeing?” Examples of individual items are “Relationships with students in my classes” and “Student motivation”. All TWBS questions were presented on a 7-point Likert scale that ranged from “very negatively” to “very positively”.

In addition, prior to the modified TWBS, the survey included questions relating to the teacher’s age group, gender, subjects taught, and years of teaching experience, plus the proportion of students in the teacher’s school who were in receipt of free school meals. At the end of the survey, the teachers were also asked what single thing would most improve their wellbeing as a teacher.

Teachers and senior leaders were recruited to take part in the survey through an article and associated blog post on the Cambridge CEM website (www.cem.org). The survey was delivered using SmartSurvey (www.smartsurvey.com). Responses to the TWBS items were analysed in R (R Core Team, 2021) and the single open-ended question was analysed using MAXQDA (VERBI Software, 2019).

Results

Characteristics of responding teachers

Fifty-four responses to the survey were received from nine schools, and the characteristics of responding teachers are summarised in Appendix 2. For the purposes of interpreting the results, it is important to note that three schools dominated the survey responses (one academy and two independent schools). To avoid comparing groups of responses from the same school with those from individuals, responses were classified into four school groups of similar size for certain parts of the analysis: Schools A, B and C each formed their own group, and other responses formed an “Other” group. Respondents included more female teachers than male, and comparison with published teacher workforce data suggests that the survey respondents represented a slightly more experienced group of teachers than average. Responses were received from teachers of all ages, and represented Arts, Humanities, STEM and other subjects.

Wellbeing during and after lockdown

As explained previously, the survey was designed to map to the three main constructs of the TWBS: (i) organisational wellbeing; (ii) workload wellbeing; and (iii) student interaction wellbeing. Respondents’ scores for these wellbeing factors were calculated as the mean score for all items mapping to that factor, for both
“during lockdown” and “after lockdown” responses.

Figure 1 summarises the score distributions for the three teacher wellbeing factors by time period. The TWBS uses a scale from 1 to 7 where 1 indicates a strongly negative effect on the teacher, 4 is neutral, and 7 indicates a strongly positive impact on the teacher (Collie et al., 2015). Figure 1 shows that the median levels of both organisational wellbeing and student interaction wellbeing among respondents were positive both during and after lockdown. For both factors, reported wellbeing was slightly higher after lockdown. By contrast, reported workload wellbeing was overall slightly negative. The median levels of workload wellbeing were very slightly higher during lockdown than after lockdown.

![Figure 1: Distributions of wellbeing (WB) scores, by time period.](image)

As Figure 2 shows, there was some striking variation in teachers’ reported wellbeing by years of teaching experience. This could reflect changes in the nature of responsibilities and status within the school workforce that are associated with years of teaching experience. In particular, the increasing levels of organisational wellbeing reported by teachers with more years of teaching experience (a phenomenon that has been reported in the literature) could reflect more experienced teachers being more likely than less experienced colleagues to hold leadership positions (e.g., DfE, 2018). It should also be noted that teachers with more years of teaching experience reflect a sample of teachers that is to some extent self-selecting, as many teachers do not persevere in a teaching career for this long. While student interaction wellbeing also tended to increase with years of teaching experience, workload wellbeing appeared to show a non-linear relationship with teaching experience: firstly decreasing, then rising again for the most experienced teachers.
Figure 2: Responses by years of experience.

Figure 3 indicates that there was some variation in teacher wellbeing by gender. As stated previously, some authors (Gloria et al., 2013) found that positive affect was more common among more experienced teachers and stress was more common among female teachers, whereas others (Collie et al., 2015) found higher levels of teacher wellbeing for older and less experienced teachers compared with younger and more experienced teachers, and no affect by gender. The results may also reflect the fact that male respondents were skewed towards more years of teaching experience: 38 per cent of male respondents had 21 years or more of experience compared with 27 per cent of female respondents (see Table 4, Appendix 2).
Overall changes in participants’ wellbeing scores were fairly modest in size (both in absolute terms and viewed in terms of standard deviation). Table 1 shows that the largest difference occurred for student interaction wellbeing, where the mean wellbeing score increased by 0.3 from 4.5 to 4.8.

### Table 1: Differences in wellbeing measures.

<table>
<thead>
<tr>
<th>Measure</th>
<th>Lockdown mean</th>
<th>Lockdown SD</th>
<th>After lockdown mean</th>
<th>After lockdown SD</th>
<th>Change in mean</th>
</tr>
</thead>
<tbody>
<tr>
<td>Organisational WB</td>
<td>4.3</td>
<td>1.4</td>
<td>4.5</td>
<td>1.4</td>
<td>0.2</td>
</tr>
<tr>
<td>Student Interaction WB</td>
<td>4.5</td>
<td>1.2</td>
<td>4.8</td>
<td>1.3</td>
<td>0.3</td>
</tr>
<tr>
<td>Workload WB</td>
<td>3.6</td>
<td>1.2</td>
<td>3.5</td>
<td>1.1</td>
<td>-0.1</td>
</tr>
</tbody>
</table>

Statistical modelling\(^3\) confirmed that the changes in mean of 0.2 and 0.3 shown in Table 1 for Organisational wellbeing and Student Interaction wellbeing were statistically significantly different from zero, and also estimated a statistically significant increase of 0.4 in Organisational wellbeing score per level of teaching experience (corresponding to an additional five years of teaching experience—see left hand panel of Figure 2). As noted previously, years of teaching experience may serve as a proxy for seniority and the nature of participants’ role within a school. It may also reflect a degree of self-selection among those with more years of teaching experience, if teachers with lower teacher wellbeing leave the

---

\(^3\) Details not shown to save space. Available from the authors on request.
profession at higher rates earlier in their careers.

For workload wellbeing, a slightly different model structure was necessary. The results showed that there was no statistically significant effect of time period (during vs. after lockdown) on workload wellbeing, once other factors were accounted for.

**Relationships between teacher wellbeing factors**

There were moderate correlations between the different wellbeing measures, both during lockdown and after lockdown (Table 2). The original TWBS (Collie et al., 2015) reported a correlation of 0.47 between workload and organisational wellbeing; 0.57 between workload and student interaction wellbeing; and 0.45 between organisational and student interaction wellbeing.

The correlations found in the survey results were broadly in line with these, with two areas of slight difference: firstly, the correlations between workload wellbeing and student interaction wellbeing (0.34 during lockdown, and 0.39 after lockdown) were lower than the value reported by Collie et al. (2015), and secondly, after lockdown, the correlations of both student interaction and workload wellbeing with organisational wellbeing were higher than the values reported by Collie et al. (2015).

In terms of comparisons between the time periods, the organisational wellbeing measure from lockdown was correlated highly with the organisational wellbeing measure post-lockdown; the correlations of workload and student interaction measures between the two time points were lower.

**Table 2: Pearson correlations between wellbeing measures.**

<table>
<thead>
<tr>
<th></th>
<th>During lockdown</th>
<th>After lockdown</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Workload WB</td>
<td>Organisational WB</td>
</tr>
<tr>
<td><strong>Workload WB</strong></td>
<td>1.00</td>
<td>0.41</td>
</tr>
<tr>
<td><strong>Organisational WB</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>1.00</td>
<td>0.58</td>
</tr>
<tr>
<td><strong>Student Interaction WB</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>1.00</td>
<td>0.34</td>
</tr>
<tr>
<td><strong>Workload WB</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Student Interaction WB</strong></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
Did lockdown change which parts of the workload affect teacher wellbeing?

Each of the three main wellbeing measures was based on a series of questions linked to aspects of teaching work that made up the measure. In some cases, an aggregated figure (such as an overall wellbeing measure) can mask subtler changes at the question level. In order to investigate this, the results for the individual questions were compared.

Comparing responses to these questions during and post lockdown (Figure 4) showed that generally all aspects of teaching work contributing to the workload wellbeing factor were considered to have marginally negative effects on wellbeing, but that these tended to be smaller during lockdown.

![Figure 4: Item means for workload wellbeing.](image)

Figure 5 shows that aspects of work contributing to the organisational wellbeing factor were generally rated neutral or slightly positive, but improved a little post lockdown. The largest difference was for relationships with administrators which was perceived to have improved post lockdown.
Figure 5: Item means for organisational wellbeing.

The responses to the student interaction wellbeing questions displayed a mixed message (Figure 6). Teachers felt that students’ motivation during lockdown affected teacher wellbeing far more negatively than post lockdown, when its impact on teacher wellbeing was overall positive. Conversely, student behaviour was judged to affect their teachers’ wellbeing more positively during lockdown—although post lockdown, it was still perceived as a slightly positive influence. Student relationships with teachers also tended to positively influence teachers’ perceived wellbeing both during and after lockdown, but teachers reported a more strongly positive impact on wellbeing after lockdown.

Figure 6: Item means for student interaction wellbeing.
In terms of individual factors affecting teacher wellbeing, the largest changes between the two time periods were seen in aspects directly relating to human interactions (“Relationships with administrators at my school” and “Relationships with students in my classes”) and student motivation.

**Views on improving wellbeing**

The survey ended with the following open-ended question, which was analysed qualitatively: "Going forward, what single thing would most improve your wellbeing as a teacher?"

The responses were entered into the qualitative software package MAXQDA and a conventional content analysis was conducted. With this grounded theory (Glaser & Strauss, 1967) approach, themes and thereby coding categories are derived directly from the text data, and each response is then coded using one or more of the codes.

A number of themes emerged during the analysis and these were further refined, by both merging some themes and creating new ones. A list of themes emerged and these were arranged into groups.

A simple Venn diagram (Figure 7) shows two main areas of concern, one associated with school management and issues involved with running a school, the other with government action and the public recognition of teachers. There is an overlap between these two in terms of the time taken to do the job of a teacher, the associated administrative work and this year, the extra work required to produce teacher grades for GCSE and A Level. Outside of these two main areas is “Anything Else”, a collection of diverse and eclectic comments that could not be neatly categorised.
Figure 7: Venn diagram showing the relationship between teachers’ areas of concern (the number of times each theme arose is given in brackets).

The advantage of asking an open-ended question is that it allows those being surveyed to answer the question based on the things that are directly affecting them. The question asked in this survey was concerned with the single thing that would improve their wellbeing as a teacher. Since the rest of the survey concerned experiences between teaching during the lockdown period and subsequently when back at school, we expected that the travails of teaching remotely and the issues with planning lessons in ways that had not been used before would be the main focus of the responses. That however, was not the case. It appeared that teachers took lockdown in their stride, and the things that always occupy them—time, administrative work, and general school life—had a far greater effect on their wellbeing. The extracts below give a flavour of the types of things that concerned the teachers in our survey with regard to wellbeing.

Time

Of the various themes that emerged, the one mentioned most frequently was time.

“Time to deal with emails and communication. Time to action these. More time to really develop personal support for individual students. Time to work with my colleagues to develop teaching and learning.”

“Giving teachers time to teach with support and without interference would help every teacher’s wellbeing.”

“Less teaching time and more preparation and marking time.”

“Not having to work until midnight every day to complete the majority of the work expected of me.”
Administrative work

Another key area that teachers commented on was the amount of administrative work they were expected to do.

“Less admin and time to actually just teach students and them to enjoy the subject.”

“Less meetings and admin tasks”.

“Much less administrative work”.

Recognition

Teachers also felt that their profession did not have appropriate recognition.

“There is very little recognition of the job that teachers do from government or the DfE. Paradoxically schools are increasingly passed on initiatives and requirements in loco parentis all of which take resources that are not provided by government to independent schools.”

“Positive media coverage of the profession - it is really wearing to be berated so frequently by politicians.”

“Appreciation.”

Extra work for GCSE / A Level grading

Although there was no mention of the effects of lockdown, there was a groundswell of concern about having to spend time providing grades for GCSE and A Levels. In the UK, national examinations were cancelled and teacher grades were used instead. Each school was required to submit a set of grades for their students to the awarding bodies. This was perceived as work that teachers would not receive payment for.

Typical comments were:

“This year, not doing the job of a GCSE examination marker who gets paid to do this. I am doing their job about 4 times over trying to get the evidence together.”

“Not having to do the work of the exam boards.”

“Recognition for the fact that we are now marking all of the assessments used for Year 11 and Year 13, in our own time, for no extra pay instead of the exam boards, who the schools pay to do this. There is no extra recognition at all for this.”

Communication

A number of responses concerned communication within schools.

“Better communication from the College.”

“Better communication between senior leaders and staff”.

“Co-ordination between different senior levels about what is due when.”
At the moment, it seems everything gets chucked at us with VERY narrow deadlines from many sides.”

“Better communication throughout school and longer deadlines.”

**Terms and conditions**

Some teachers told us that their wellbeing would be improved most by their school addressing their terms and conditions of service. It seems that for some, having worked from home during the lockdown successfully, meant that they could do administrative work from home productively under normal circumstances too.

“Ability to work from home during PPA [planning, preparation and assessment] time if appropriate.”

“A work from home day every now and then on a lighter day perhaps to catch up on admin related activities. Particularly since teaching can still be to a good standard.”

“Better pay.”

“Salary.”

“Reduced workload.”

**The pandemic**

Interestingly, only two teachers mentioned the COVID-19 pandemic.

“Having more staff. We are continually understaffed for no discernible reason and this means we are all stretched to miss breaks, struggle to mark and set work, teach our own classes to more than an adequate level and miss planning lessons. Although COVID restrictions have been lifted, it is being used as an excuse not to bring in supply teachers. However, this never happened before COVID and therefore is not valid.”

“An end to all virus related restrictions. Normality restored.”

**Anything else**

Some teachers commented on things that could improve their wellbeing that could not be categorised within the structure proposed. Although not directly related, they do provide a window onto the issues that teachers face.

“Improved support for the more demanding pupils’ behaviour / SEN [special educational needs] requirements, especially where no LSA [learning support assistant] has been allocated.”

“Allowing Business A Level students to take their exams online and to stop using paper assessments.”

“Continuous assessment of key aspects would make teaching less onerous and stressful for me to complete the syllabus on time.”
Were comments linked with any particular group?

It is possible that all the concerns listed above were from a particular age group of teacher. The issue of time was mentioned by most age groups, although not by the 60+ group. Every age group included someone who considered administrative work to be a barrier to their wellbeing. Terms and conditions were mentioned more by the three youngest age groups and communication by the 60+ group more than any other.

Did one particular school have a particular issue that all the teachers reported back as being a problem? No single issue compromised teachers’ wellbeing within any particular school. For the schools with many responses (schools A, B, and C), the comments cover the wide range of themes that developed from this analysis.

Although there was a wide spread of respondents with differing levels of experience, the small sample size precluded any clear conclusions relating level of experience to particular themes. Additionally, the question asked “what single [emphasis added] thing would most improve your wellbeing as a teacher?” and the majority of the responses rightly gave a single answer as requested. With hindsight, it might have been better to ask for two or three things, perhaps with a ranking. This might have provided a broader view of the issues affecting teacher wellbeing.

Conclusions

This analysis concerned itself with teachers’ perceived wellbeing and the differences between teaching during lockdown with the situation post lockdown. It was a relatively small survey, and the majority of the responses came from three schools (two independent schools and one academy). As such, it cannot be said to be representative of the bigger picture, nevertheless, it is a very interesting reflection on the situation by a small number of respondents and provides a useful way of opening up dialogue about and future research into the issue. The experiences of teachers during lockdown have raised issues such as availability, skills and understanding of technology, teaching remotely and changes in working patterns. None of these are directly addressed by this survey. Our survey was particularly focused on teacher wellbeing, as that area had not been investigated widely and we felt that any profound changes to the working conditions and methods that teachers were being expected to use might manifest themselves in changes to their perceived wellbeing.

The survey addressed three main areas: (i) organisational wellbeing; (ii) workload wellbeing; and (iii) student interaction wellbeing, and of the three, the effects of the organisation and teacher workload on wellbeing were the most prominent in the comments that teachers made. These comments clearly linked to the concept of agency, or ability to make one’s own decisions, which was described earlier in this article as being associated with higher levels of wellbeing. In terms of the impact of lockdown on teacher wellbeing, the picture that emerges is that, for the teachers surveyed, there was not a large change in any area that they felt affected their wellbeing. It might be hypothesised that teaching remotely would
be more stressful and would therefore affect wellbeing more negatively than teaching in the classroom. That, however, did not seem to be the case: the results showed that teachers’ organisational wellbeing and student interaction wellbeing were only slightly lower during lockdown than after lockdown, and there was no statistically significant change in workload wellbeing. It appeared that the impact of student behaviour on teacher wellbeing was more positive during lockdown, possibly because students were not with their peers, and were instead in the presence or vicinity of their parents / carers. Conversely, the impact of student motivation on wellbeing during lockdown was negative—suggesting that teachers perceived student motivation to be lower than usual—and the impact of teachers’ relationships with students was less positive than after lockdown, though still overall a positive impact on wellbeing. These findings are broadly in line with those of Allen et al. (2020) who found no difference in teachers’ psychological wellbeing before and during the first national lockdown, but did find students’ perceived motivation to be lower. In a Norwegian study by Bubb and Jones (2020), teachers found that classroom management was slightly easier during lockdown, but our findings showed no change in the impact of classroom management on teacher wellbeing.

From the qualitative data on how teachers felt wellbeing could be improved, we found that the issues teachers perceived to most affect their wellbeing were the issues that affected teacher wellbeing regardless of lockdown. Teachers were concerned about the time available to do their jobs, closely followed by the amount of administrative work they were expected to do. Some found that these issues were exacerbated by decisions made by the school leaders. What was interesting is that some of the teachers that had taught for the longest time were among those finding that time pressure and administrative work was affecting their wellbeing. It might be assumed that among these more experienced teachers, many would be school leaders themselves and therefore be able to make changes within the school environment to address these issues. However, it also corroborates the findings of Allen et al. (2020), cited previously, who also found greater stress among senior and head teachers.

To conclude, despite the challenges posed by teaching through the pandemic, teachers’ wellbeing during lockdown was measured to be only slightly lower than their wellbeing post lockdown. The issues that teachers reported as strongly affecting teacher wellbeing were those present more generally, such as workload. Ensuring wellbeing needs are met in ‘normal’ times may, therefore, help to increase resilience when novel challenges arise.
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Appendix 1: Questions in the survey of teachers’ wellbeing

School Name

Please indicate your age group [20–29, 30–39, 40–49, 50–59, 60+, Prefer not to say]

Please state your gender [Male, Female, Other, Prefer not to say]

What subject(s) do you currently teach?

For how many years have you been teaching? [0–5, 6–10, 11–15, 16–20, 21 years or more]

Approximately what proportion of students in your school are eligible for free school meals? [0–20%, 20–40%, 40–60%, 60–80%, 80–100%, Unsure, Not applicable]

During the lockdown in January and February 2021, how did the following aspects of being a teacher affect your wellbeing? Wellbeing refers to open, engaged and healthy functioning as a teacher.

Currently, how do the following aspects of being a teacher affect your wellbeing? Wellbeing refers to open, engaged and healthy functioning as a teacher.

1. Marking work (Workload WB)
2. Student behaviour (Student interaction WB)
3. Fitting everything into the allocated time (Workload WB)
4. Support offered by school leadership (Organisational WB)
5. Relationships with students in my classes (Student interaction WB)
6. Administrative work related to teaching (Workload WB)
7. Recognition for my teaching (Organisational WB)
8. Student motivation (Student interaction WB)
9. Teaching work that I completed outside of school hours (Workload WB)
10. School rules and procedures that were in place (Organisational WB)
11. Working to finish my teaching preparation tasks (Workload WB)
12. Communication between staff members of the school (Organisational WB)
13. Relationships with administrators at my school (Organisational WB)
14. Class management (Student interaction WB)
15. Working late to attend meetings and activities (Workload WB)
16. Participation in school-level decision-making (Organisational WB)

We have included the wellbeing factor that corresponds to each item for readers’ information. It should be noted that this information was not visible to respondents during the survey.
Appendix 2: Characteristics of responding teachers

The first question of the survey asked for the name of the respondent’s school. Fifty-four responses to the survey were received from nine schools (Table 3). As may be clearly seen, three schools dominated the survey responses (one academy and two independent schools). To avoid comparing groups of responses from the same school with those from individuals, responses were classified into four school groups of similar size for certain parts of the analysis: Schools A, B and C each formed their own group, and other responses formed an “Other” group.

Table 3: Description of respondents’ schools.

<table>
<thead>
<tr>
<th>School</th>
<th>Type</th>
<th>Age range of students in the school</th>
<th>% Free School Meals (self reported)</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>Independent</td>
<td>2 to 18</td>
<td>0–20%</td>
</tr>
<tr>
<td>B</td>
<td>Academy</td>
<td>11 to 18</td>
<td>0–20%</td>
</tr>
<tr>
<td>C</td>
<td>Independent</td>
<td>11 to 16</td>
<td>0–20%</td>
</tr>
<tr>
<td>Other</td>
<td>FE College</td>
<td>16+</td>
<td>Unsure</td>
</tr>
<tr>
<td>Other</td>
<td>Independent</td>
<td>3 to 16</td>
<td>0–20%</td>
</tr>
<tr>
<td>Other</td>
<td>Academy</td>
<td>11 to 18</td>
<td>40–60%</td>
</tr>
<tr>
<td>Other</td>
<td>Independent</td>
<td>2 to 18</td>
<td>0–20%</td>
</tr>
<tr>
<td>Other</td>
<td>State</td>
<td>11 to 18</td>
<td>20–40%</td>
</tr>
<tr>
<td>Other</td>
<td>Sixth Form</td>
<td>16+</td>
<td>0–20%</td>
</tr>
</tbody>
</table>

Table 4: Respondents’ age, gender, subject area and teaching experience (total N=54)

<table>
<thead>
<tr>
<th>Age Group</th>
<th>Frequency</th>
</tr>
</thead>
<tbody>
<tr>
<td>20–29</td>
<td>4</td>
</tr>
<tr>
<td>30–39</td>
<td>17</td>
</tr>
<tr>
<td>40–49</td>
<td>18</td>
</tr>
<tr>
<td>50–59</td>
<td>9</td>
</tr>
<tr>
<td>60+</td>
<td>6</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Gender</th>
<th>Frequency</th>
</tr>
</thead>
<tbody>
<tr>
<td>Female</td>
<td>41</td>
</tr>
<tr>
<td>Male</td>
<td>13</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Arts</th>
<th>7</th>
</tr>
</thead>
</table>

<table>
<thead>
<tr>
<th>Subject Area</th>
<th>Frequency</th>
</tr>
</thead>
<tbody>
<tr>
<td>Humanities</td>
<td>20</td>
</tr>
<tr>
<td>STEM</td>
<td>14</td>
</tr>
<tr>
<td>Other</td>
<td>13</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Years’ Teaching Experience (No. of females / No. of males)</th>
<th>Frequency</th>
</tr>
</thead>
<tbody>
<tr>
<td>0–5</td>
<td>9 (7 / 2)</td>
</tr>
<tr>
<td>6–10</td>
<td>8 (6 / 2)</td>
</tr>
<tr>
<td>11–15</td>
<td>11 (9 / 2)</td>
</tr>
<tr>
<td>16–20</td>
<td>10 (8 / 2)</td>
</tr>
<tr>
<td>21+</td>
<td>16 (11 / 5)</td>
</tr>
</tbody>
</table>
What do we mean by question paper error? An analysis of criteria and working definitions

Nicky Rushton, Sylvia Vitello (Research Division) and Irenka Suto (Cambridge CEM)

Introduction

Every year, exam boards produce thousands of question papers for GCSE and A Levels. The majority of these question papers are error free, but a small number of errors are found. In 2019, the last year in which there was a summer series of exams, there were 56 errors in 6,304 papers, suggesting that approximately 98 per cent of papers were free from errors (Ofqual, 2019). One of the reasons that the rate of errors is so low is that papers go through a series of checks before and after they are printed that are intended to eliminate errors. These checks may identify multiple problems within a question paper, but it is not always clear whether these problems constitute an error. Some problems, such as an incorrect number in a mathematics question that makes it unsolvable, or a multiple-choice question with no correct response options, are undoubtedly errors. Other problems, such as a missing “Oxford comma” in a question, or a lack of strict adherence to some of the more obscure rules of grammar, can fall into a grey area. Occasionally, there may not technically be an error in what the candidate sees, but the question paper could function sub-optimally. Examples of this may include items that are awkwardly worded but still answerable, and items with inconvenient layouts that require candidates to flip back and forth between pages.

It is important to be able to define what an error in a question paper is so that there is a common understanding amongst the people taking part in the question paper production process. Otherwise, people’s own conceptions could impact upon the way in which they write or check question papers. These personal conceptions could also impact upon the errors that are recorded in the error logs that are used to inform systems improvement and minimise the chance of errors appearing in future papers.

In this article, we will discuss the ways in which error has been conceptualised in the existing literature, considering categorisations that are used in other industries and those used for errors in assessments. We will then report on the
findings from our study to investigate the personal conceptions of error that are used within Cambridge University Press & Assessment, and use these to propose a way of defining errors in assessment materials.

Some industries, such as aviation, medicine and nuclear, have an extensive literature concerning error, and therefore a common understanding of error. In assessment, the literature is less well established. This led Suto and Ireland (2021) to draw upon the work of James Reason, an eminent researcher working on error, to describe error in the assessment context. Suto and Ireland state that system-level failure (that is, imperfect working conditions during the question paper construction process) can lead to human failures (that is, failures among assessment authors and checkers). These human failures can introduce defects into draft assessment instruments (e.g., failing to spell a word correctly), and can prevent those errors from being detected during subsequent stages of the construction process (e.g., failing to detect a spelling error). The consequence of these human failures is that final versions of assessments can contain errors.

According to Suto et al. (2021), this model uses the term error in two distinct ways. First, it can relate to a particular type of human failure, an action or inaction, also known as a “human error”. Secondly, it can describe the consequences of human failure, resulting from either an action or an inaction; this is known as a “question paper error”. Assessment is unusual in using the term error in both ways. Most of the error literature focuses on the first of these, the “human error” (e.g., Schubert et al., 2012; Reason, 2013), and does not consider the events or products that result from them as errors per se. For example, in a chocolate factory, a possible consequence of human failure would be described as “chocolate that is too milky” rather than a “chocolate error”.

Turning to the assessment industry, candidate impact has been the main focus for classifications of question paper errors and it forms the basis for the categorisations of question paper errors used by the Office of Qualifications and Examinations Regulation (Ofqual) (see Table 1). Similar distinctions can be found in the nuclear and aviation industries. Both industries use the seriousness of impact as one of the ways of distinguishing between an accident and an incident (see European Union, 2010; and International Atomic Energy Agency, n.d.-a and -b).

### Table 1: Ofqual's classification of question paper errors

<table>
<thead>
<tr>
<th>Category 1</th>
<th>Category 2</th>
<th>Category 3</th>
</tr>
</thead>
<tbody>
<tr>
<td>Errors which could or do make it impossible for learners to generate a meaningful response to a question/task.</td>
<td>Errors which could or do cause unintentional difficulties for learners to generate a meaningful response to a question/task.</td>
<td>Errors which will not affect a learner’s ability to generate a meaningful response to a question/task.</td>
</tr>
</tbody>
</table>

Although candidate impact is a critical part of defining errors, assessment organisations, like many other industries, also collect data on the manifestation of errors (i.e., what the errors look like). Suto et al. (2021) used this error data to develop a taxonomy of manifested error types. During its development, they
drew upon six different constructs that are critical to validity and reliability in educational assessment:

- accuracy
- clarity (including ease and uniformity of interpretation);
- consistency
- alignment with design intentions (as specified in a syllabus, blueprint or other “source of truth”)
- offensiveness (including cultural sensitivity);
- equality of difficulty amongst candidate sub-populations.

These constructs are all aspects or qualities of assessment materials that can be imperfect, and which could provide the basis for describing question paper errors. Although instructions for question paper checks may not use these exact terms, the checkers will be making subjective professional judgements about these constructs while they check for errors. These judgements are rarely “all or nothing” and instead may be placed upon a scale. For example, judgements of clarity may range from being extremely clear to extremely unclear.

Judgements of constructs such as accuracy and clarity are made routinely and may be explicitly targeted by particular question paper checks (see Suto et al., 2021). Judgements may also be made implicitly and unconsciously by colleagues who create and check assessment materials. These implicit judgements could lead to individuals creating their own criteria or thresholds that must be met, in order to decide whether an error (or other problem) in a paper is serious enough to be corrected. However, it is likely that communities of practice evolve (see Wenger, 1998, for discussion), with shared understandings of what constitutes an error and what does not. Different communities may adjust these criteria to meet their own needs, thus creating stricter and looser definitions of error. The criteria may also depend on the context and intended uses; for example, different criteria may be used for identifying errors within the checking processes and for identifying errors with the purpose of logging them.

In this introduction, we have described some of the terms that are used to describe error, and why it is important to have a common understanding of these terms. In the rest of this article, we describe our research investigating whether our colleagues think that a problem in an assessment material constitutes an error. This research was conducted in the context of a larger interview study exploring colleagues’ experience of question paper errors and the culture surrounding the discovery of such errors.

**Method**

We carried out semi-structured interviews with 36 colleagues from across Cambridge University Press & Assessment’s assessment production teams. Ten of the participants were senior managers who were involved in system-level decisions about question paper production. Thirteen participants were question
paper managers, who had responsibility for the question papers in a particular subject and / or qualification and oversaw the day-to-day question paper production processes associated with these papers. Finally, 13 participants were checkers who carried out one (or more) of the checks towards the end of the question paper production process. Although the participants were interviewed about a particular role, many participants had worked in a variety of roles and were able to provide insight beyond the role that they were recruited for.

The question paper managers and checkers were mathematics, science, history, or English as an additional language specialists, working on I/GCSEs, AS/A Levels, IELTS, Cambridge English main qualifications or BMAT. These subjects and qualifications were chosen because they represented a range of question paper types, with different question formats and different numbers of errors.

Each participant was interviewed for approximately an hour, either in person or over the telephone. We devoted a section of the interview schedule to investigating participants’ definitions of errors. All the participants were asked about what they considered to be an error, and the difference between errors, issues and initial revisions. The senior managers and question paper managers were also asked to identify the stage of the question paper production process they thought a problem should be classified as an error, and to explain what they considered to be a “near miss” for errors.

We used transcriptions of the interviews to identify data relating to definitions of error, issues and near misses. The examples of issues and errors were matched to both Suto et al.’s (2021) taxonomy of manifested error types and the six validity and reliability constructs that Suto et al. used to construct their taxonomy of errors.

Results

We analysed the data according to three aspects of error. The first was the distinction between errors and issues, specifically which types of assessment problems were viewed as “errors” and which were viewed as “issues”. The second was the stage of the question paper construction process when problems were considered to be errors. The third aspect was participants’ use of the term near miss. We chose the first two aspects as we thought they would help us to understand how errors should be defined. Near miss is a term used in other industries such as error and medicine, which include near misses in their error logs. We thought that it was important to understand how it was defined in our industry so that we could ensure that near misses are included in our own error logs.

Problems as errors and / or issues

All the participants gave examples of problems with question papers that they considered to be errors and problems they considered as issues, and many described ways in which the two terms differed. Their responses seemed to centre on the impact of the error on candidates and / or its manifestation.
Candidate impact

When describing errors, several of the participants focused upon candidate impact; they either referred to the Ofqual classifications of error, which distinguishes different types of errors based on candidate impact, or described effects of the error upon the candidates.

“Ofqual have got three broad categories of error and we’ve sort of adopted that.” (Senior manager)

“An error is something that would cause confusion to candidates, whatever causes it.” (Senior manager)

Some participants described the impact of errors on candidates in more detail. For these participants, problems were errors if they prevented candidates from answering a question and/or could confuse them. One of the participants qualified this by stating that a problem would only be an error if it actually appeared in front of candidates or if it led to an erratum notice being issued.

Respondent: “I think we should only ever use the word error for something that hits the candidate’s desk in a question paper that would cause them difficulty in answering the question. I would say it’s not an error if we catch it at any point before the candidate sees the paper.”

Interviewer: “Would you consider something that needs an erratum note as [an error]?”

Respondent: “Yes. Because the candidate sees it.” (Senior manager)

Manifestation

While candidate impact was clearly an important part of some participants’ definitions of error, it was more common for participants to focus on the manifestation of the error when asked what an error was. As we stated in the method section, we mapped the manifestations onto both Suto et al.’s (2021) taxonomy of manifested error types and the six validity and reliability constructs that were used to design it. Although we were able to use the taxonomy’s categories to consider the distinctions between errors and issues, there were too many categories for them to be useful when defining question paper errors, so the validity and reliability constructs provided a better organising structure.

In the remainder of this section of the results, we will use the six validity and reliability constructs to examine in more detail the examples of errors and issues that participants provided, and to consider whether there were particular factors that affected whether problems were described as errors rather than issues.

Accuracy

The two most commonly provided examples of errors associated with the accuracy construct were spelling, punctuation and grammar errors (SPAG) and factual inaccuracies. SPAG errors were mentioned by almost all of the participants at some point during their interview, generally without any further explanation. Where examples were given, they generally concerned omitted punctuation or the wrong type of punctuation being used.
“A question mark that should be a full stop, or a full stop that should be a question mark. Some of those errors, again, they might not actually mislead a candidate, but they just look so awful that we might choose to change them.” (Senior manager)

Participants also gave examples of SPAG problems that they thought were issues rather than errors. These included commas, particularly where they were considered to be negotiable, and a question mark used instead of a full stop. Participants stated that punctuation problems such as these were not errors because they had little or no effect on candidates, although in one case they still reported it to Ofqual.

“Error ... means this is something that somebody’s done wrong, and, therefore, a comma that I think should go in isn’t an error...” (Checker)

Two participants talked about variations in spellings, such as place names or old (rather than modern) spellings of words, as an example of an issue. Neither participant considered their example to be a spelling error because the word was spelt correctly for its context; however, they did identify it as something that should potentially be changed.

“If it was SPAG it would be an error. But again, on the history papers, they’re primary sources. So what I would consider in the 21st century to be a SPAG error, may be, in the 17th century, if they’re trying to use 17th century forms of writing rather than modernising them all—they sometimes do, sometimes don’t—it’s difficult sometimes to make definitive ... I’d raise it as an issue, certainly, though.” (Checker)

Factual inaccuracies were mentioned by nearly two-thirds of the participants. Unsurprisingly, all the participants thought of these as errors rather than as issues. In history papers, examples included incorrect dates, events, names and titles, and using sources where the original version contained incorrect information. For science papers, incorrect units were often mentioned, as well as equations containing the wrong substance or being wrong in another way. There were also issues with the science, either with oversimplification, or with the science being “flawed”.

“There are other categories of errors. So, for instance, where a person writing the question might not fully understand the subject or be basing their knowledge on an over-simplification, which turns out not to be in line with more widely accepted views of the world.” (Senior manager)

The final example of an accuracy error was using an incorrect word that was similar in meaning and spelling to the intended word (e.g., alkane for alkene, or nucleus for nuclide). This could be a simple spelling error, or it could be a factual inaccuracy caused by a conceptual misunderstanding.

“They might see something that’s high impact in terms of a candidate’s ability to answer a question—alkane where it should say alkene or a query like that.” (Senior manager)

Although both SPAG problems and factual accuracy problems could impact
upon candidates, arguably factual inaccuracies are potentially more serious as they could prevent candidates from answering a question or leave them with an incorrect understanding of the subject. The impact on candidates appeared to be an important consideration when participants decided whether problems associated with the accuracy construct were an error or an issue.

**Clarity**
There were many examples of problems that concerned the clarity of the assessment materials. Approximately one-third of the participants mentioned ambiguous wording that affected the readability of the question as an error. Their examples included the text not making sense, the wording being unclear or inaccessible, particular candidates struggling to understand the question, or issues for English as a second language candidates.

> “Questions where the wording is perhaps a little bit ambiguous but you can still produce a reasonable response which can be adjusted for through the mark scheme.” (Senior manager)

Other participants provided examples of problematic wording that they considered to be an issue (as opposed to an error). Some of these appeared to be similar to the examples that other participants considered to be errors. However, the issues examples were about changes to wording that would improve the question, perhaps because the wording was awkward or unnecessarily complex, rather than changes that were needed because the question was incomprehensible or ambiguous.

> “Where an item is maybe not as clear as it could be, problems with the wording, level difficulties. I wouldn’t call those errors but issues with how an item has been written.” (Checker)

Another type of error that related to the clarity construct was missing content, although few participants mentioned this. Their examples included missing content in questions, missing information in equations, and answer lines where units were incorrectly omitted.

> “To me, a real error that’s going to make a real difference, is if you have got ... if you’ve got an equation, and there’s something essential that’s missing from the equation, which means that you can’t do the question.” (Checker)

Although it might be assumed that missing content was always an error, one participant’s comment shows that it depended on the context.

> “There can be a missing ‘and’ that breaks the question, or there can be a missing ‘and’ that is just irritating.” (Checker)

**Consistency**
A few of the participants’ examples concerned the consistency of assessment items. Examples of errors included inconsistency between the stimulus material and other parts of the question, conflicting information or data within questions,
and inconsistent question numbering between the question paper and its associated answer sheet.

“The writing questions on the answer sheet didn’t refer to the questions in the test ... On the answer sheet it was either the question 7 or 8 to choose, but on the question paper it said question 42 or question 43 ... They found that it didn’t actually adversely affect the candidates because they had to choose one or the other. So, the candidates were either writing 42 or 43 or 7 or 8, and it was clear which one they were answering.” (Question paper manager)

Although all the examples identified above were categorised as errors, there were other problems with consistency where participants, particularly the checkers, deliberated as to whether they were errors or issues. This seemed to be particularly challenging where the inconsistency was not obvious to the candidate. Examples of this included inconsistencies in spelling between the question paper and the syllabus, or inconsistencies in the place names used on maps. One of the question paper managers stated that “a consistency [problem] can be an error if it stops the candidate from answering a question”. This implies that inconsistencies that do not prevent candidates from answering should be considered to be issues instead of errors.

“There are inconsistencies in question papers which in themselves aren’t errors because they’re not spelling mistakes or grammatical errors or errors of data, but they’re inconsistent, which also could affect the candidate’s ability to answer the question.” (Question paper manager)

Alignment with design intentions

There are many ways in which a question paper can fail to align with the design intentions. The most common example of errors of this kind that were mentioned in the interviews was incorrect formatting of the papers (e.g., incorrect font, date format or layout on the page). Participants also gave examples of questions that were not on the specification, had inappropriate levels of demand for the paper, or were not original enough.

“If the proofers fix something up and say, ‘Okay, this is an error because of commas, font size, spacing etc., then it usually is an error because it doesn’t reflect the standard set of the paper.” (Question paper manager)

Other participants identified formatting problems as examples of issues. In many cases, the distinction between error and issue appeared to be whether participants considered that they would affect or even be noticed by candidates. This was particularly true for problems with fonts, such as an incorrect font or the lack of bold font.

“To give you an example, we reported an error on a question paper to Ofqual where we had to tell them that we used a character in a different font. It looked almost identical. You needed a magnifying glass to see the difference. But we had spotted it and it was wrong and we treated it as an error, even though it would have absolutely no impact on candidates.” (Senior manager)
Some participants suggested that questions with incorrect levels of demand or that were hard to answer were an issue (as opposed to an error) because the problem was how the item had been written or the way that it could be answered rather than something that was incorrect.

“It’s not until it goes in front of candidates that we discover it’s really hard to write an overview, but we wouldn’t necessarily treat that as an error. If, for example, it had been live and 50 candidates couldn’t write an overview, we might think maybe we should pull the task. We wouldn’t say this is an error, we need to go through the error procedure.” (Question paper manager)

**Offensiveness**

Only three participants gave examples of problems with offensiveness, perhaps because it is very unusual for question papers to contain this sort of problem. They considered inappropriate language, including emotive words, to be an error but suggested that this was a bigger problem in some subjects (e.g., history or geography) than others (e.g., mathematics). Two of these participants also talked about inappropriate contexts, although one gave it as an example of an error while the other thought that it was an issue because there was nothing wrong with the question except cultural sensitivity surrounding the context.

Interviewer: “Are there issues to do with the question paper that you’d say are issues and queries rather than being errors, is there a distinction in that sense?

Respondent: Cultural sensitivity is quite a big problem for us, so it may be something is factually correct but it’s just not toned in a correct way, or it’s on a topic that we really ought not to be assessing, or it has a viewpoint which wouldn’t be appropriate for a certain group.” (Question paper manager)

**Equality of difficulty amongst candidate sub-populations**

Very few participants gave examples of problems associated with this construct. The only examples of errors mentioned were cultural sensitivity that led to bias against a particular group of students, and language in the questions that would be difficult for students to access if their first language was not English.

“If there’s anything in there, either cultural sensitivity or linguistic barriers, that might affect a group of people, that could be an [reputational] issue. Because then candidates will respond in different ways and there will be bias introduced, which obviously we want to avoid.” (Question paper manager)

This construct was also infrequent among the problems that were classified as issues (as opposed to errors). Three examples were given: the accessibility of language for students whose first language was not English, the inclusivity of papers, and a question on an untiered paper that was not accessible to the whole ability range.

“Issues, for example, could be if the paper is not as inclusive as we would like it. There may be an issue, for example, for young learners which is highly visual with lots of artwork in it. There may be an issue where every
single person in the artwork could be white, which wouldn’t be an error. It would be completely us lacking in looking after our candidates at that point. So we do have policies to try to make the papers be as inclusive and diverse as possible.” (Question paper manager)

Stage when problems are detected
Problems with papers are detected throughout the question paper construction process. We asked the senior managers and question paper managers to identify the stage of the production process when they would consider a problem to be an error. There was no consensus in participants’ answers. Almost every stage of the question paper construction process was mentioned by at least one participant. The most common response was once a paper was signed off as ready to print, or the equivalent point for on-screen tests. Four of the participants thought that it occurred later than this, either once the paper was printed (or live for on-screen tests), or that it should only be an error if a candidate had seen it.

“I think we should only ever use the word ‘error’ for something that hits the candidate’s desk in a question paper that would cause them difficulty in answering the question. I would say it’s not an error if we catch it at any point before the candidate sees the paper.” (Senior manager)

Some of the participants did not identify a stage. Two of the participants thought that problems should always be classified as an error, although they did not think that those earlier errors should necessarily be logged and investigated.

“If there’s something wrong, it’s an error at any point; however, I wouldn’t regard it as an error that needed to be reported or anything until it’s basically been printed and then it would be. So an error is usually at the end and I need to reprint it or do an erratum. However, if there’s something wrong, that is still an error but it’s not reported as such.” (Question paper manager)

Two others said that the stage depended on the type of error that was identified, although they identified different stages for the same example. One thought that SPAG problems were always errors whilst the other thought that they only became an error if they had not been noticed by a proof-reader. One of these participants distinguished between the “tweaks and improvements” that are made during the editing process and major problems with the question.

Near misses
The senior managers and question paper managers were also asked whether they used the term near miss in association with errors, as this is a term that is used by some industries such as medicine and nuclear. None of the participants said they used it, but most gave examples of errors that they considered to be near misses. Many were errors that had been found at late stages in the question paper production process, either before the paper was printed or before it reached candidates.

“If you sign something off, so in a sense, technically, it’s an error. But then you catch it before it goes out. That’d be a near miss, in my view.” (Question paper manager)
Another common interpretation was to use the term near miss for errors that appeared in papers but that apparently went unnoticed by candidates. Examples included errors spotted during marking or after papers had been released.

“We do get some errors that actually don’t get identified in the actual sitting of the exam paper, so candidates have all missed it. They’ve all got on with the paper quite happily. Then it’s only when that paper’s been dissected in a staffroom for example that somebody will contact us and say, ‘Did you know?’ I suppose you could designate that as a near miss because it’s on there and no one else has spotted it.” (Senior manager)

Participants did not seem to agree about whether errors corrected by erratum notices or reprints were near misses, or just errors.

**Discussion**

In our introduction we described two main uses of the term error: (i) as a human action or inaction; and (ii) as a consequence of an action or inaction. Our analysis of interview data focused on the second of these—individuals’ conceptualisations of errors that can arise in question papers and related assessment materials. The data revealed that within Cambridge University Press & Assessment there is no single accepted definition of a question paper error. Although several participants provided clear and succinct definitions, most participants were only able to articulate their understanding of error by describing examples of problems that they considered to be an error and those that they did not. Analysis of these responses suggests that there were three interacting aspects that participants considered when deciding whether a problem should be an error: the manifestation of the error, the impact (or potential impact) upon candidates, and the stage at which it was discovered.

The six validity and reliability constructs that Suto et al. (2021) used to develop their taxonomy of question paper errors (accuracy, clarity, consistency, alignment with design intentions, offensiveness, and equality of difficulty amongst candidate sub-populations) provided a comprehensive way of mapping and analysing the manifestations that participants gave as examples. We found examples that were associated with each of the constructs, but some constructs were associated with more examples than others. There could be many reasons why errors associated with some constructs were mentioned more frequently: errors in those constructs could have been more salient, easier to describe, or participants may have been happier for these errors to go “on-record”.

The perceived distinction between errors and issues was an interesting one, and it was here that the importance of the interaction between manifestation, candidate impact and production stage could be observed. Some participants gave examples of errors and issues that appeared to be very similar, and on occasions, identical. An example of the latter was full stops appearing instead of question marks and vice versa. Participants who considered these problems to be issues instead of errors often referred to the impact on candidates, stating that the candidate was either unlikely to notice or unlikely to be affected by
the thing that was incorrect. This influence of candidate impact upon personal conceptualisations relates back to the categories in the error classifications developed by Ofqual. Ofqual states that errors in the least serious category do not affect students’ ability to answer the question. However, as Suto and Ireland (2021) state, it is difficult to truly understand the consequences of an error upon candidates, as some candidates will be affected by things that others barely notice.

A less common distinction between issues and errors concerned the correctness of what was written. For some participants, problems were only considered to be errors when there was something that was incorrect. A good illustration of this was the example of inappropriate contexts that was mentioned in the results section. It would be possible to have a question where everything was correct, but that would not be suitable for a particular country or group of candidates because of cultural sensitivities, hence its classification as an issue rather than an error. Similarly, some participants thought that other problems with the wording of questions, such as awkward or complex wording, were an issue if there was no incorrect information within the question. For these participants, the impact on candidates was irrelevant in making the distinction between errors and issues, although both the examples of issues described above were likely to have had an effect upon candidates.

The final aspect of error that seemed to impact upon personal definitions of error and issues was the stage at which the problem was discovered. The results showed that there was no consensus with regard to the stage at which problems should be classified as errors. For many participants, the stage at which problems became errors matched the point at which they had to record them in error logs; however, several other stages were also identified. These ranged from considering a problem to be an error at any stage of question paper production (i.e., from the first draft of a question) at one extreme, to only viewing problems as errors if they appeared in front of candidates without any mitigations (e.g., without an erratum notice) at the other extreme. There are several implications arising from this finding. If authors only consider problems to be errors when they appear in front of candidates, they may not check their questions as thoroughly as an author who considers any problem to be an error at any stage. The same may be true of a checker who does not believe that problems should be classified as errors at the stage at which they were checking the paper. This attitude to checking question papers at earlier points in the process could lead to errors being less likely to be spotted, or lower quality papers. Considering problems at any stage to be an error could improve the quality of question papers, particularly if it helps the question paper writers to see all errors as something that they are responsible for. However, if it led to additional checks being instigated, it could also overload the early checking processes and risk duplication of checks at multiple stages. Similarly, a requirement to log and investigate errors discovered at earlier stages would increase workload for question paper managers and could leave less time for them to carry out their own checks.

In addition to participants’ personal definitions of error, they were also asked about their use of the term near miss. The results showed that this term is not
commonly used within Cambridge University Press & Assessment and that participants interpreted it in very different ways. The most common interpretation was that it referred to errors that are detected very late in the question paper production process. Participants gave two other interpretations: errors that were not spotted until after candidates had finished sitting the papers (i.e., errors that were spotted at marking or when papers were published), and errors that had been corrected by erratum notices or reprints. In their interpretations of near miss, participants were clearly influenced by the stage at which the problem was discovered and the impact it had upon candidates, two of the three aspects that also influenced their definition of errors and issues. Two of the types of near misses identified by participants would have been entered into the error log but it is unclear whether the errors discovered at marking or beyond would be.

**Conclusion**

To facilitate the identification and analysis of question paper errors, and the efforts to minimise their occurrence, there is a need for consensuses on: (i) the definition of question paper errors; and (ii) how they are distinct from less serious question paper issues. This research reveals that we are currently far from achieving this.

It is not necessarily very helpful for everyone to adopt an all-encompassing definition of an error as anything that is wrong or incorrect within a paper at any stage of the question paper production process. This could lead to error logs becoming unmanageable or to people requesting unnecessary edits to questions at late stages in the question paper production process that increase the risk of another error being introduced. The existing definition used by Ofqual is also not sufficient. Its focus upon the impact of the error on candidates does not necessarily provide enough information to decide whether something is an error or not, as people may not reach the same conclusion about impact. Moreover, impact tells us nothing about where in the production process human failures occurred—essential clues to improving processes in the future. Instead, we argue that the most helpful way to define whether a problem was an error is to use a combination of a description of the manifestation of error, the candidate impact of error, and the stage at which the error was discovered (see Figure 1). We propose that the six validity and reliability constructs (accuracy, clarity, consistency, alignment with design intentions, offensiveness, and equality of difficulty amongst candidate sub-populations) should be used to describe the manifestation of the error.
Figure 1: The interaction of manifestation, candidate impact and stage when defining question paper errors.

Any definition should align with, but may not necessarily be the same as, the criteria used to decide whether errors should be included in error logs. For example, the stage at which a problem is considered to be an error for the purposes of the definition may occur before the stage at which an error is added to an error log, but not after it.

Finally, the lack of consensus over the term near miss suggests that there is also a need for this term to be clearly defined. We argued that it should be used for the sub-set of question paper errors that are detected late in the checking processes, but are caught just in time (i.e., after printing but before they reach candidates). Such a definition, used in conjunction with a near miss variable in the error logs, would allow investigation into the proportion of errors that are found in time to be corrected, and provide insight into how well the question paper construction and checking processes were working.
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Item response theory, computer adaptive testing and the risk of self-deception

Tom Benton (Research Division)

Introduction

For more than a century, the vast majority of high-stakes exams in England have been paper based. Moreover, aside from occasional differentiation of students into tiers, all students taking an assessment are presented with exactly the same set of questions at the same time.\(^1\) This has obvious advantages in terms of transparency. If one student is ranked ahead of another it is simply because, given the same set of questions, one answered more of them correctly than another. All students answering the same questions within a given exam ensures there can be no argument of one student being given an easier assessment than another.

However, as more and more activities in modern life move from the physical to the online realm it is natural for people to consider what benefits might be achieved if high-stakes exams became computer based.\(^2\) The switch to computer-based testing has already begun in other countries such as Israel, Finland and New Zealand (Meadows, 2021). Among the potential benefits that are considered is whether a computer-based format would make it easier to tailor assessments to each individual student through computer adaptive testing.

Computer adaptive testing involves selecting which items to present to a student on-the-fly as the test progresses. In particular, if a student answers an item (or a set of items) correctly then the next item (or set of items) presented to them will be more difficult. Conversely, if a student is struggling, they will tend to be presented with easier items. As such, as the student progresses through the test, the items they are presented with are tailored to match their ability level.

Clearly, computer adaptive testing cannot rely on simply counting how many items students have answered correctly as, by design, some students have been presented with more difficult items than others. To address this, item response theory (IRT) is used. IRT is an overarching theory describing how students respond

\(^1\) Although, in a minority of assessments, students may choose which items they answer.

\(^2\) Risks are also considered by some authors. See for example Bramley (2021).
to individual test questions (items). In its most common form, it assumes that the probability that any student will answer any item correctly is defined by just two things: a single number describing the ability of the student (unidimensionality) and a small set of numbers (item parameters) describing the key characteristics of the item such as its difficulty and how discriminating it is. For further details, see Harris (1989).

To use IRT within the context of computer adaptive testing, the parameters of all items, such as how discriminating and (most crucially) how difficult they are, must be estimated. This requires some form of trialling before items are used in a high-stakes setting. Then, after students have taken a test, IRT is used to calculate the score that should be assigned to each student while properly accounting for the difficulties of the items they have been presented with (see Wainer et al., 2000).

In theory, computer adaptive testing should make the test more engaging for students as the items they are presented with are more appropriate for their ability. For example, if a student is struggling, rather than being repeatedly presented with questions that are too hard for them to answer, they will find that the test automatically adapts to present them with items more appropriate to their current performance level. Computer adaptive testing should also allow more accurate assessment of each student’s ability. For example, ensuring that high ability students are presented with lots of challenging tasks should make it easier to distinguish their relative abilities than if they also had to answer many easy questions.

The potential improvement in measurement precision that can be achieved by computer adaptive testing is normally presented in terms of the extent to which testing time can be shortened without any loss in reliability. That is, rather than keeping the length of exams the same and reducing the level of uncertainty around the score assigned to each student, the benefit of a computer adaptive test (CAT) is usually realised in terms of reducing the length of time students are required to spend taking an exam. According to Straetmans and Eggen (1998, p.51) “on average CATs require about 60 percent of the number of items needed in traditional paper-based test”. Other authors suggest that in their specific contexts CATs allow test lengths to be halved with no loss of measurement precision (Kreiter et al., 1999; Weiss, 1982).

The aim of this article is to explore the potential gains from a switch to adaptive testing in the context of large qualifications such as GCSEs and A Levels in England. This context is potentially different from some typical applications of CATs such as general intelligence testing (e.g., non-verbal reasoning tests) or tests of foreign language fluency. In particular, GCSEs and A Levels require students to learn a range of knowledge and skills from a broad range of topics within a subject. As such, the design of examinations is intended to cover numerous topics and skills rather than tightly focus on a single concept.

More specifically, the aim of this article is to better understand whether apparent gains in reliability coefficients from a switch to CATs are likely to translate into real world improvements of the validity of our assessments. The interest in this topic stems from previous research (described in the next section) showing instances
where improvements in reliability do not translate to concomitant changes in predictive validity. The logic for being concerned about a potential gap between supposed (reliability) and actual (validity) benefits of CATs would run as follows:

• In order to even estimate reliability of scores from a CAT we are forced to use IRT. As such, most existing estimates of the improved efficiency through using CATs are based either directly on the output from IRT models or on simulation studies run on the assumption that they are correct.

• The famous aphorism that “all models are wrong, but some are useful” (George Box) clearly applies to IRT. While IRT models function as a very good approximation to our data in many situations, they are not true in an absolute sense.

• Thus, given that, to some extent, the model we are using to estimate scores must be “wrong”, how far should we trust estimated improvements in reliability when these are estimated on the assumption that the model is completely correct?

• The real risk here is one of self-deception—thinking that a move to computer adaptive testing is a bigger improvement (in terms of reliability and validity) than it really is. This article will provide an evaluation of the potential size of this risk using real data, that is, not based purely on simulations that assume IRT models fit perfectly.

Previous examples of self-deception risks

This article is by no means the first to draw attention to the risk of self-deception through an over-reliance on IRT models. Three examples are listed below. The first relates specifically to computer adaptive testing and the following two to large-scale empirical analysis of the impact of relying on IRT in other contexts.

Capitalisation on chance

This issue was explored by Veldkamp (2013) and van der Linden & Glas (2000). The issue is that in order to work, computer adaptive testing requires an initial estimate of the difficulty and discrimination of each item. These initial estimates are usually based on relatively small samples of students (perhaps a few hundred), and hence have non-negligible levels of uncertainty attached to them. The result is that, when a CAT selects the next item for a student, it may believe it is selecting a highly discriminating item targeted at just the right ability level, when in fact it is not. Furthermore, since some CATs are designed to try and pick the most discriminating items more frequently, they are liable to tend to select items where the discrimination has been overestimated. As a result, according to Veldkamp and Verschoor (2019, p.293), “the measurement precision of the CATs might be vastly over-estimated”.

In other words, the reliability measures generated by a CAT may produce an over-optimistic picture of test quality that is not reflected in reality.
Rescoring using item weights or IRT

Benton (2018) compared various alternatives to simply summing item scores to create overall test scores. The alternatives were intended to help optimise reliability and included both classical methods such as the one suggested by Guilford (1941), and IRT methods such as using a graded response model to produce pupil ability estimates. On average, across analyses of more than 500 assessments, these methods increased the reliability indices (on scales from 0 to 1) from about 0.88 to about 0.89. This may appear a very minor improvement but is actually equivalent to the increase in reliability we might get from lengthening our assessments by 10 per cent\(^3\) (without any of the associated cost). In these terms, it is also very similar to the reported improvement in reliability from transferring the reading literacy tasks in the Programme for International Student Assessment (PISA) to a multi-stage adaptive format in 2018 (OECD, 2019, p.27).

According to IRT, increases in reliability should relate to a reduction in the influence of random error on test scores. This should reasonably be expected to in turn lead to increased correlations with other measures of student ability. However, for Benton’s 2018 study the supposed increases in reliability were associated with absolutely no improvement in the predictive value of test scores.

This example illustrates how, if we were entirely reliant on the numbers coming out of an IRT analysis, we might convince ourselves that reweighting items provides an easy way of improving the reliability of test scores at no cost. In fact, the lack of any concomitant improvement in predictive value suggests that, as has been suggested many times in previous research, reweighting items is “futile” (Wang & Stanley, 1970, p.688).

Optimal (fixed) test construction using IRT

Similarly, Benton (2018) compared various approaches to optimal construction of fixed tests. Again, this analysis was based upon real data from more than 500 separate assessments. The research compared the predictive value of half-length tests constructed out of real full-length tests so as to optimise various classical and IRT measures of test reliability. Unlike the research on simply rescoring tests, optimised approaches to item selection did indeed lead to improvements in predictive value when compared to simply selecting items at random. However, the scale of improvement was not as high as might be expected based upon the associated reliability values.

This example again reinforces the possible risks of self-deception from relying entirely upon reliability statistics from IRT analyses. That is, gains in reliability may not necessarily translate into validity. However, the example also accentuates the fact that, while like all models they are “wrong”, IRT models are nonetheless “useful”. The application of IRT in the study did indeed identify selections of items with greater predictive value on average—just not to the extent that might be hoped given the reliability coefficients.

\(^3\) This is easily seen using the Spearman-Brown formula.

\[ 0.89 = \frac{1.10 \times 0.88}{1 + 0.10 \times 0.88}. \]
The present study

The current article builds on the item selection research in Benton (2018). In particular, it extends the research to include an examination of the possible gains from allowing the items to be assigned to each student to be selected in an adaptive way, rather than using the same set of items for all students.

The present study makes use of real data throughout. This includes using responses of real students to real items to mimic how they might perform in a CAT, as well as making use of assessment data beyond the tests being studied to give some idea of how different approaches to assessment affect validity. The use of real data for evaluation is crucial. While it is easy to estimate the likely impact of using CATs through simulation, such simulations tend to rely on the assumption that the underlying IRT model is absolutely correct. As such, the use of simulations would entirely undermine the purpose of the research. In order to make some inferences about validity we will look at the correlation of test scores (derived in various ways) with external measures of academic achievement. We will refer to these correlations as “predictive value”.

Having said this, the use of real data does have some limitations. All of the data used in the present study is drawn from tests that were originally delivered in a fixed (paper-based) format. This means that the analysis (presented next) cannot entirely mimic the way in which a genuine CAT would operate. In particular, a real CAT would start with a large bank of items that could be presented to students. By carefully selecting which items are presented to each student, the idea would be to either improve test reliability while maintaining test length or to maintain reliability relative to a fixed format while reducing testing time. Neither of these two aims can be tested directly using our real data from fixed format tests. In particular, our methodology will necessarily involve imagining a CAT that assigns each student a subset of items from the original full-length test. Since the imagined CAT is only a subset of the original full-length test it is likely that we will lose rather than gain reliability. As such, the focus will be on which approaches to selecting the subset of items (CAT or fixed form) lead to the smallest losses in terms of reliability and validity. That is, although our real interest is in whether CATs improve test quality, with our data we can only test whether they lead to smaller reductions in reliability and predictive power than other approaches.

A second drawback of using real data from fixed format tests is that they tend to be presented in terms of question stems with a number of subsequent sub-questions. Although, for the purposes of analysis, it is necessary to treat sub-questions as separate items (or else there are too few items to work with) they may not be quite as independent of one another as would generally be the case for distinct items within an item bank underlying a CAT. Although some effort has been made to mitigate the impact of this issue (particularly through checking data for unidimensionality—see below), it remains a caveat against the results presented here.
Method

The data for the present study comes from 159 assessments that were completed as part of GCSEs, A Levels or equivalent international qualifications between 2013 and 2017. The assessments were chosen to meet the following criteria:

- Taken by at least 5000 students. This ensured the accuracy of any item parameters estimated via IRT thereby avoiding issues of capitalisation on chance (see earlier discussion). The median entry size for selected assessments was just under 9000.
- No optional questions. In other words, all questions were compulsory so that whichever items were selected for retention for each student, an item score would be available.
- At least 20 items. This criterion ensured that there would be a reasonable number of items to choose for each student. The median number of items in selected assessments was 32.
- No items worth more than five marks and at least one item worth only one mark. Since the focus of this article is on computer adaptive tests, and such tests rarely (if ever) incorporate items with long mark scales, it seemed reasonable to restrict attention to assessments consisting of relatively low tariff items. Having said that, none of the assessments included in analysis consisted entirely of one-mark items.
- The assessment was deemed to be unidimensional. Unidimensionality was important for the analysis as the intention was to focus upon CATs based on unidimensional IRT models. Unidimensionality was confirmed for each of the assessments using Velicer’s MAP criterion (Velicer, 1976) as evaluated by the R package psych (Revelle, 2020).4

The principle of analysis is as follows. For each assessment we apply some method to select items for each student, calculate a score for each of them based only on data from the selected items, and then calculate the correlation5 between the resulting scores and a measure of the students’ achievement more widely. We label these correlations “predictive value”. We also calculate estimates of the reliability of scores from the item selection method. Finally, we compare both predictive value and reliability from the selected items against the original value based on retaining the whole full-length test. The idea is that methods that are more effective at selecting the most appropriate items for each student will retain a greater amount of reliability and predictive value from the full-length tests.

For the purposes of calculating predictive value, the wider achievement of each student was measured via each candidate’s external ISA WG6 (Benton, 2017). The

---

4 Note that this criterion led to the removal of several hundred assessments from those available for inclusion in the study.

5 To avoid potential issues with outliers, and also the impact of the scales used for different scoring systems, Spearman’s rank-order correlations were used.

6 ISA WG stands for Instant Summary of Achievement Without Grades.
external ISA WG is a measure of each candidate’s performance across all of the tests that they have taken in a particular examination session, excluding the one being analysed. It is derived using a form of principal components analysis and can be interpreted as a very general form of ability across different subjects. It was used in this analysis as it was easily available for nearly all the candidates included in analysis.

Analysis focused on three methods that selected a single, optimal set of items for all students and two CAT-like approaches where the selected items could vary across students. The three single-form methods were: to select items at random; to select items that maximise expected test information (a concept from IRT relating to the likely reliability of a test) based on a Rasch partial-credit model (PCM); and to select items that maximise expected test information based upon a graded response model (GRM). The CAT-like approaches each attempted to maximise the expected test information for each student individually using either a PCM or a GRM.

The difference between the PCM and the GRM is that the former requires estimation of item difficulty only whereas the latter also estimates the discrimination of each item. In theory, the GRM approach should be superior in that it can ensure that the most discriminating items are selected in addition to ensuring that they are at the most appropriate level of difficulty for the students. In contrast, the PCM model assumes that items worth the same number of marks have the same discrimination parameters and focuses purely on ensuring that items of the most appropriate difficulty are selected. Evaluating whether extra focus of the GRM on how well each item discriminates between students of different abilities actually translates into improvements in predictive value was a key question within this research.

Each item selection method was designed to select items worth half the total number of marks available on the original full-length test. Furthermore, the selected items were intended to reflect as closely as possible the distribution of item tariffs (i.e., the maximum available marks on each item) in the original test.

To further illustrate the procedure that was applied for each assessment, we consider a 40-mark Biology test that was included in analysis. The test consisted of two 4-mark items, two 3-mark items, eight 2-mark items and ten 1-mark items. In this particular instance, each method was designed to select one 4-mark item, one 3-mark item, four 2-marks items and five 1-mark items. Further details on each method are below:

- **Fixed test with random selection of items.** The required number of items with each tariff were simply selected at random. The scores on these same items were retained for all students.

- **Fixed test with item selection relying on the GRM.** First, we fitted a GRM model to the full data set and calculated the item information functions for

---

7 Real CATs may use more complex stopping criteria such as whether the estimated error of measurement for each student is below some threshold.
each item. These provide an estimate of how much information each item is expected to provide about students at each ability level. For estimation of the GRM the distribution of ability was assumed to follow a normal distribution with a mean of 0 and a standard deviation of 1. Using this fact, we then calculated the expected information we expect each item to supply across students (i.e., averaging the item information functions across the ability distribution). For each item tariff we then selected the items with the highest expected information for retention. The scores on these same items were retained for all students.

- **Fixed test with item selection relying on the Rasch PCM.** The same process as for selecting a fixed test using the GRM was followed. The only difference was that a different IRT model was fitted as a starting point. For estimation of this model, it was assumed that the ability distribution was normal with a mean of 0. However, because, in contrast to the GRM, discrimination parameters are fixed, the model estimates the standard deviation of abilities and this estimate was used in the subsequent calculation of the expected information from each item.

- **CAT-like test with item selection relying on the GRM.** The initial steps for this approach were the same as for the fixed test based on GRM in terms of model fitting and calculation of item information functions. After this, the following procedure was followed separately for each individual student.

1. Initially set the distribution of the student’s ability to be normal with a mean of 0 and a standard deviation of 1.

2. From the items with the highest tariff still required, select an item with the highest expected information given the individual student’s ability distribution.\(^8\) That is, if we still need a 4-mark item we select from among these, if we have already selected sufficient 4-mark items we select from among 3-mark items and so on. Starting with items with the highest tariff makes sense as these are most likely to provide useful information about candidates across a range of different abilities. Choosing items with the highest expected information close to each student’s estimated ability will tend to mean more difficult items are assigned to high performing students and easier ones are assigned to lower achievers.

3. Based on the student’s (known) response to the item, update their ability distribution. For example, if they have answered an item fully correctly the mean of their ability distribution will be adjusted upwards whereas if they have answered incorrectly, it will adjusted downwards. The uncertainty around their ability estimate (i.e., the standard error) will also be adjusted.

4. Unless we have selected all of the items we require of the various tariffs return to step 2 until complete.

---

\(^8\) The first item selected for each student is the same. Subsequent questions will differ across students.
5. The final IRT ability estimate of each student based on their individually selected items is used as their final score. Note that these ability estimates will adjust for the difficulty of the items that were assigned to each student and also give more weight to performance on items estimated to have a higher discrimination.

- Note that simulating a CAT using the above procedure assumes that we would be able to automatically mark all items regardless of their tariff or format. That is, we are assuming that all technological barriers to computer-based testing and auto-marking have been overcome so that we could run a CAT using the same style of items currently used in qualifications in England. This is a fairly large assumption but is used here to allow us to explore the potential of computer adaptive testing in a best-case scenario. From a technical perspective note that all ability estimations made use of expected a posteriori (EAP) estimation and that the item selection approach reflects the posterior-weighted information criterion described by van der Linden and Pashley (2010).

- **CAT-like test with item selection relying on the Rasch PCM.** The procedure was exactly the same as above but with all calculations, including calculating information function and assigning ability estimates (including final scores) to students, based upon the Rasch PCM model. Crucially, the Rasch PCM model assumes the same discrimination parameters for items with the same tariff. This means that the model will not give additional weight to performance on items estimated to be highly discriminating.

Having calculated the scores that would be assigned to each student by each method all that remained was to calculate predictive value and reliability. Predictive value was calculated as the Spearman correlation between final scores and the external ISA WG (i.e., performance more widely beyond the assessment of interest). Note that for fixed form tests, final scores were always simply the sum of the item scores on the selected items. For CAT-like tests, the final scores were based on EAP ability estimates as described above.

There are many ways to calculate test reliability. However, in order to enable the best possible comparability between different techniques, an IRT method of estimating test reliability was calculated for each test score. For the CAT-like methods, this was simply provided by the reliability indices associated with their final set of IRT ability estimates. As noted earlier, for the fixed form methods, each student’s score was simply a sum of scores on the selected items. In order to allow comparability with the other methods, these sum scores were converted to equivalent values on the IRT ability scale using the EAP approach of Thissen et al. (1995). The reliabilities of the EAP ability estimates (derived from sum scores) were then calculated. The same approach was used to estimate the reliability of the original full-length test. All model fitting and calculations relating to IRT were performed using the R package mirt (Chalmers, 2012). If we denote the estimate of each student’s IRT ability estimate as $\hat{\theta}_i$ and the uncertainty around this estimate as $SE(\hat{\theta}_i)$ then the formula to estimate reliability is:
Note that for the two separate IRT approaches (GRM and PCM), reliability was calculated on each model’s own terms. That is, if the CAT or fixed form was derived from the GRM, then the reliability index was also calculated using this model. If the CAT or fixed form was derived using the PCM, then reliability was also estimated using this model. For this reason, the reliability indices from the different models are not directly compared. For both the full-length test and the random selection of items, both reliability types of index were calculated. Note that, although calculated differently, both reliability coefficients (measured on scales from 0 to 1) can be interpreted in a similar way to more familiar indices such as Cronbach’s alpha.

\[
\text{Reliability} = \frac{\text{Var}(\hat{\theta}_i)}{\text{Var}(\hat{\theta}_i) + \text{Mean}(SE(\hat{\theta}_i))^2}
\]

Results

To begin with, we examine the results relating to reliability. These are shown in Figure 1 in two panels relating to the two separate IRT models that can be used to estimate reliability. Each point on the chart represents the reliability of a full-length assessment (the x-axis) and the extent to which this reliability changes (the y-axis) under various approaches to selecting only half the items for each student. Thus, for each assessment the chart includes three points in each panel (one relating to each method) and these are positioned in a vertical line. For example, the leftmost set of points relate to an assessment with an original full-length reliability just above 0.65. Selecting half the items using a CAT-like approach based on a GRM barely reduced the reported reliability. In contrast, in this instance, a fixed form based on the GRM reduced reported reliability by about 0.03 and selecting half the items at random reduced the reliability by about 0.12.

The overall pattern of results in Figure 1 is as expected. CAT-like approaches led to lower reductions in reliability relative to the full-length test than selecting a single fixed form for all students. Although care is needed with the comparison, when judged on their own terms, the extra emphasis on selecting highly discriminating items based on the GRM (and giving more weight to them in scoring) led to smaller reductions in reliability than the CAT-like approach based on the Rasch PCM. Indeed, in one case, through giving more weight to scores on highly discriminating items, the CAT-like approach appears to lead to improved reliability relative to the original full-length test despite consisting of only a subset of the items for each student.

Although it is possible to estimate the reliability of scores derived using one model based upon another model, it is not particularly straightforward. It is also not something I have ever seen done in practice. For these reasons it is avoided in this article.
Among the two fixed form approaches in each panel of Figure 1, selecting items in an optimal manner based on an IRT model led to higher reliabilities than selecting items at random.

![Diagram showing changes in reliability and predictive value under different selection methods](image)

**Figure 1**: Original full-length test reliabilities and changes in reliability under each of the methods for selecting a subset of items for use with each student. Regression lines have been added to aid interpretation. Results are split by the IRT model used to calculate reliability.

Of most interest in this research is the extent to which the results relating to the superior reliability coefficients of CAT-like approaches in Figure 1 translate into superior predictive value. This is explored in Figure 2. Figure 2 is designed to follow the same pattern as Figure 1 but plots predictive values for the full-length test and changes in predictive values rather than reliabilities. Note that although predictive value can be directly compared across all methods (i.e., between PCM and GRM approaches), for consistency with Figure 1 the split by IRT model is retained.

As can be seen, Figure 2 creates a rather different impression to Figure 1. The advantages of the CAT-like approaches over other methods are reduced relative to the gaps shown in Figure 1. Most surprisingly, the gap between the CAT-like approach based on the Rasch PCM and fixed item selection based on the same model has vanished. On the other hand, the gaps between choosing optimal fixed form tests (using either the PCM or GRM) and selecting fixed form tests at random remain strongly evident.
Figure 2: Original full-length test predictive values and changes in predictive value under each of four methods for selecting a subset of items for use with each student. Regression lines have been added to aid interpretation (the lines for CAT Rasch and Fixed Rasch are almost identical).

In order to interpret the two figures, it is helpful to have some idea of how much we would expect changes in reliability to impact upon predictive value. This can be calculated using the following simple formula based upon classical test theory:

\[
\text{Expected change in predictive value} = \text{Original predictive value} \left( \frac{\sqrt{\text{New reliability}}}{\sqrt{\text{Original reliability}}} - 1 \right)
\]

Changes in reliability relative to the full-length test for the CAT-like GRM approach are compared to changes in predictive value in Figure 3. Each point in the chart represents an assessment. The jagged red line represents the expected change in predictive value based on the change in reliability using the formula above. The line is jagged as the change in predictive value depends not only upon the change in reliability but also upon the original values of predictive value and reliability. As can be seen, although there are exceptions, for the majority of assessments the change in predictive value is much worse than would be expected given the reported changes in reliability coefficients.

If the analysis in Figure 3 is reproduced using simulation, then changes in predictive value are far closer to the predicted values based on the above formula. In other words, the failure of changes in estimated reliabilities to be reflected in changes in predictive value must relate to some form of lack of fit in the underlying IRT model. This will be discussed more later. A particularly striking
feature of Figure 3 is the weak relationship between changes in estimated reliability and changes in predictive value. A possible explanation for this is that, in reality, shortening a test (whether using a CAT or otherwise) not only alters reliability but also has some slight impact upon the construct being measured. The changes may either strengthen or weaken the relationship with external measures of achievement. This could lead to the noisy pattern we see in Figure 3.

Figure 3: Changes in reliability against changes in predictive value from applying a CAT-like approach based on the GRM. The red line indicates the expected change in predictive value based on a formula from classical test theory.

Table 1 shows the mean predictive value and (relevant) reliabilities across all 159 assessments from each approach as well as the full-length assessments. Note the need to report results to three decimal places in order to properly reveal findings. The highlighting in Table 1 is used to group methods using the same model for item selection.

Table 1 repeats many of the findings described above in a different way. For example, the gap in reliability between a CAT-like and fixed test based on the PCM (of 0.015) does not translate into any meaningful difference in average predictive values (0.001). Similarly, the gap between CAT-like and fixed tests where item selection is based on the GRM is also much smaller in terms of predictive value (0.003) than in terms of reliability (0.018).
The final three columns attempt to convert the mean reliabilities and predictive values into equivalent test lengths relative to a full-length test. The columns based on reliabilities use the Spearman-Brown formula (Spearman, 1910) to convert the mean reliabilities into an equivalent test length compared to the full-length test. The use of the Spearman-Brown formula in this way effectively assumes that items are selected at random. Reassuringly, Table 1 shows that the mean reliabilities of half-length tests selected at random are indeed, according to the Spearman-Brown formula, equivalent to a randomly selected test of about half the length of the full test. The various optimal approaches to item selection for both CAT-like and fixed form tests perform better in terms of reliability. Despite only requiring half the items from the full-length test they achieve an average reliability equivalent to a randomly selected test of between 59 and 81 per cent of the length.

A similar process can be used to generate equivalent test lengths based on predictive value. First, the formula provided earlier is used to convert mean predictive values into equivalent reliabilities. These are then converted into equivalent test lengths using the Spearman-Brown formula. These test lengths are generally lower than those based on reliability coefficients—especially for the CAT-like tests. For example, while the reliability coefficients might lead us to believe that a half-length CAT (based on the GRM) was worth a randomly selected test of 81 per cent length, predictive value suggests it may only be as good as a randomly selected test of 69 per cent length. The only item selection method (besides random) where the equivalent relative length is just as high whether it is based on predictive value rather than reliability is the creation of a fixed form test based on the Rasch PCM. This may be because the rather conservative nature of this approach (essentially just picking items of about the right difficulty for the average student) has less scope for over-optimism about reliability. Also, being a fixed form test, it avoids the need to provide comparable scores for students that have taken different items and the associated additional reliance on assumptions from a given model.

Table 1: Reliabilities, predictive values and associated equivalent test lengths for various approaches to test construction.

<table>
<thead>
<tr>
<th>Method</th>
<th>Scoring method</th>
<th>Mean across 159 assessments of…</th>
<th>Equivalent relative random length based on mean…</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>GRM reliability</td>
<td>PCM reliability</td>
</tr>
<tr>
<td>Full-length test</td>
<td>Sum score</td>
<td>0.878</td>
<td>0.881</td>
</tr>
<tr>
<td>CAT (GRM)</td>
<td>IRT</td>
<td>0.853</td>
<td>-</td>
</tr>
<tr>
<td>Fixed (GRM)</td>
<td>Sum score</td>
<td>0.835</td>
<td>-</td>
</tr>
<tr>
<td>CAT (Rasch PCM)</td>
<td>IRT</td>
<td>-</td>
<td>0.829</td>
</tr>
<tr>
<td>Fixed (Rasch PCM)</td>
<td>Sum score</td>
<td>-</td>
<td>0.814</td>
</tr>
<tr>
<td>Random</td>
<td>Sum score</td>
<td>0.786</td>
<td>0.791</td>
</tr>
</tbody>
</table>
Model fits

As mentioned above, repeating the entire exercise using simulated rather than real data leads to much closer agreement between changes in reliability and changes in predictive value. As such, the fact that for our CAT-like approaches higher reliabilities hardly translate into higher predictive values must in some way mean that the model assumptions are not correct. This section discusses the various ways in which real data may not conform to an IRT model and the extent to which this is practically detectable.

The first thing to note is that, in terms of the indices of model fit typically used in IRT, our data did not reveal any obvious problems. Firstly, we consider the fit of the Rasch PCM model. The fit of each item in each data set to the Rasch model was evaluated using inlier-sensitive or information-weighted fit (INFIT) and outlier-sensitive fit (OUTFIT) (Linacre, 2002). Of the 4970 items in the analysis (across all data sets) only 70 (1.4 per cent) had values for these fit indices outside of the range between 0.5 and 1.5 which, according to Linacre (2002), is required to ensure items are “productive for measurement”. Only 11 items in total (0.2 per cent) had values of either INFIT or OUTFIT in excess of 2 indicating severe lack of fit. In other words, the vast majority of items displayed a level of fit with the Rasch model that would be deemed acceptable in most operational contexts. Nonetheless, even the relatively small amount of lack of fit in the data appeared to be enough so that apparent gains in reliability may not translate into improvements in predictive value.

We next consider the fit of the GRM models to the data. To check this, overall goodness of fit statistics (root mean square error of approximation RMSEA and Standardized Root Mean Square Residual SRMSR, see Maydeu-Olivares, 2013) were calculated for each of the real data sets. Using these metrics, it was determined that 152 out of 159 of the data sets had values for RMSEA below the level of 0.05 which was recommended by Maydeu-Olivares (2013) as indicating adequate fit. The very largest value of RMSEA across all data sets was only slightly above this threshold at 0.07. Similarly, for 154 of 159 data sets, the value of SRMSR (an easier to understand metric that simply calculates how far pairwise item correlations in each data set are from their predicted values based on GRM on average) was below 0.05—a “substantively negligible amount of misfit” (Maydeu-Olivares, 2013, p.84). The largest value of SRMSR was also 0.07. In other words, by any normal operational definition, the GRM had a very good fit to all of the data sets in the analysis.

Despite the relatively good fit of the data to the various IRT models described above, it is possible that even the small amounts of lack of fit were sufficient to mean that differences in reliability between different techniques did not translate into differences in predictive value. This indicates that the issues shown in the above analysis are not easily detectable simply by looking at the outputs of IRT analyses.

The above measures of model fit are internal in the sense that they look at the extent to which relationships between items within the same test adhere to expectations. However, they do not reflect all of the assumptions of the IRT
model. Perhaps the most crucial assumption of IRT in our context is the definition of measurement error. Usually, and certainly in nearly all simulation studies, measurement error is thought of as entirely random and, thus, unrelated to any external variables. However, this highly simplified conception of measurement error may not reflect reality. In particular, improvements in reliability indices via optimal item selection may not simply mean the removal of purely random measurement error. Rather, they may represent a change in emphasis regarding which specific pieces of knowledge are regarded as particularly pertinent to the construct and which are not. In other words, different approaches to item selection may lead to changes to the construct being assessed. Such changes may or may not be desirable dependent upon the purpose of the assessments. However, we need to remain aware of this potentially unintended consequence of switching to a CAT format and not assume that results from reliability coefficients and simulation studies tell the full story.

Discussion

In many ways, the analysis in this article supports the “useful” nature of IRT models and, in particular, their value developing CATs. On average, test scores derived from a simulated CAT process had higher predictive value than any single fixed test across students. Similarly, there were no instances where using a CAT and the associated algorithm for producing student scores led to markedly lower predictive value than using a random selection (and in most cases it was better). Thus, the article is not a criticism of the use of CATs in themselves. What is at stake here is the rather more technical, but nonetheless important, topic of whether we are able to accurately evaluate test quality based on the output from IRT analyses alone, or whether we risk deceiving ourselves that changes are leading to improved validity when in fact they do not. That is, whether a focus on reliability indices risks overselling the advantages of CATs.

The results of analysis show that, relative to fixed form tests, expected advantages in test quality (based on reliability indices) may not always necessarily translate into verifiably higher predictive values. Having said this, the differences between expectations based on reliability and actual predictive values were often quite small in real terms.

It is worth admitting that very few people are likely to care about the levels of difference in reliability (or predictive value) described in this article. For example, how many people would really care about whether an assessment’s correlation with achievement more widely is 0.78 or 0.77? However, the point is that the results here form part of a wider body of work questioning whether computer adaptive testing will necessarily result in improved test quality in every context. For example, previous research (Veldkamp, 2013) has already demonstrated how the uncertainty in the estimated parameters of items used in a CAT may mean that they are less effective than thought. More generally, the issue is that in a CAT we are highly reliant on the accuracy of an IRT model for correctly scaling the scores of students who have taken different sets of items against one another. If the underlying IRT model is not correct in every respect, this may lead to some degree of error in this process.
With these risks in mind, and in the context of high-stakes examinations covering a broad range of content such as GCSEs and A Levels, it is worth considering whether the potential benefits of computer adaptive testing are sufficient relative to the added difficulty in ensuring comparability between scores from different students. It is interesting to note that, in practice, CATs do not always lead to the level of improvement in reliability that might be hoped for. For example, ETS researcher Martha Stocking once quipped that real tests often had so many additional constraints such as ensuring content coverage and avoiding overexposure of individual items that most CATs were actually BATs (barely adaptive tests) (Chuah et al., 2006). Given the likely requirement to ensure that examinations continue to cover the majority of the taught curriculum for each student, this would be a particular risk in the context of qualifications such as GCSEs and A Levels.

In considering the value of CATs, it is worth noting that many of their benefits relate to the application of computer-based testing more generally rather than the adaptive nature of the tests. For example, van der Linden and Glas note advantages such as “the possibility for examinees to schedule tests at their convenience; tests are taken in a more comfortable setting and with fewer people around than in large scale paper-and-pencil administrations; electronic processing of test data and reporting of scores are faster; and wider ranges of questions and test content can be put to use” (van der Linden & Glas, 2010, page vi). All of these advantages are good reasons to explore the possibility of extending the use of computer-based testing in England. Chasing high reliability coefficients through CATs should very firmly stay in second place.
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